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Abstract: Integrating machine learning with the Internet of Things (IoT) enables many useful applica-
tions. For IoT applications that incorporate video content analysis (VCA), deep learning models are
usually used due to their capacity to encode the high-dimensional spatial and temporal represen-
tations of videos. However, limited energy and computation resources present a major challenge.
Video captioning is one type of VCA that describes a video with a sentence or a set of sentences.
This work proposes an IoT-based deep learning-based framework for video captioning that can
(1) Mine large open-domain video-to-text datasets to extract video-caption pairs that belong to a
particular domain. (2) Preprocess the selected video-caption pairs including reducing the complexity
of the captions’ language model to improve performance. (3) Propose two deep learning models: A
transformer-based model and an LSTM-based model. Hyperparameter tuning is performed to select
the best hyperparameters. Models are evaluated in terms of accuracy and inference time on different
platforms. The presented framework generates captions in standard sentence templates to facilitate
extracting information in later stages of the analysis. The two developed deep learning models offer
a trade-off between accuracy and speed. While the transformer-based model yields a high accuracy
of 97%, the LSTM-based model achieves near real-time inference.

Keywords: video content analysis; LSTM; transformer-based model; video captioning; Internet of
Things (IoT)

1. Introduction

Video content analysis (VCA) is the task of processing a sequence of frames to ex-
tract temporal and spatial information. Video captioning is a category of VCA where the
goal is to generate the text description of an input video. Generating natural language-
based captions is particularly useful if the output caption is received directly by a human.
However, when the generated description is itself an input to another stage in an auto-
mated pipeline, restricting captions’ sentence structure to simple templates reduces their
complexity, making modeling them and applying postprocessing in later stages easier.

Video captioning tasks can be divided into two categories: single sentence captioning
and multi sentence (dense captioning). While in single sentence captioning the goal is to
summarize the input video in one abstract sentence, dense captioning systems are more
flexible since they can describe multiple events simultaneously or generate a more detailed
description of the input video. This work presents a dense captioning framework that
generates multiple template-based captions describing multiple events of an input video.

Electronics 2022, 11, 1785. https://doi.org/10.3390/electronics11111785 https://www.mdpi.com/journal/electronics

https://doi.org/10.3390/electronics11111785
https://doi.org/10.3390/electronics11111785
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0001-9177-9950
https://orcid.org/0000-0003-0982-3065
https://orcid.org/0000-0002-7138-4721
https://doi.org/10.3390/electronics11111785
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics11111785?type=check_update&version=1


Electronics 2022, 11, 1785 2 of 15

Current video captioning approaches are based on an encoder–decoder architecture
that combines convolutional neural networks (CNN) for spatial features extraction, and
recurrent neural networks (RNN) for temporal encoding and decoding. Transformers [1]
are also widely used due to their ability to learn patterns with long dependencies.

Due to the high dimensionality of videos and their captions, supervised video-to-
text datasets are usually huge, open-domain datasets and are therefore not suitable for
training lightweight models in a resource-limited environment. These datasets include the
MPII Movie Description corpus (MPII-MD) [2]; the Microsoft Video Description dataset
(MSVD) [3]; the Montreal Video Annotation Dataset (M-VAD) [4]; and the Microsoft
Research Video to Text (MSR-VTT) [5]. Additionally, M-VAD and MSR-VTT datasets
were annotated using the Amazon Mechanical Turk (AMT); therefore, annotations have
inconsistent sentence structures. Generating natural language-based descriptions works
best when the output is presented to a human user. However, standardizing captions’
sentence structures (language model) in the intermediate stages of the analysis pipeline is
important for the efficient postprocessing of the generated captions because every position
in the sentence will have a fixed meaning.

The proposed framework can be used for classroom/lab monitoring, as shown in
Figure 1, where a smart camera monitors the classroom and processes the collected frames
in real-time to generate a description of the scene in a predefined sentence template. The
generated caption is further processed to extract names, dates, and entities based on the
application-specific metadata (context) that is given to the system. Finally, the information
is stored in a database.
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Figure 1. Overview of the proposed framework applied in a classroom monitoring application.

The rest of this paper is structured as follows: In Section 2, recent related work is
discussed. The methodology, including data processing and deep learning-model details are
presented in Section 3. Experimental results are given in Section 4. Finally, our conclusion
is discussed in Section 5.
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2. Related Work

Following an era of combining traditional object/action detection methods to describe
videos, deep learning (DL) models have stretched the limitations of spatiotemporal feature
extraction, achieving state-of-the-art performance in applications such as machine transla-
tion [6], speech recognition [7], and image captioning [8]. Many of these approaches are
based on an encoder–decoder architecture that starts with extracting features from input
images using CNN and merging these features with a sequence learning model such as
RNN or LSTM which predicts the output tokens sequence. An LSTM-based model was
used [9] to generate natural language-based descriptions of cooking videos. One of the
first sequence-to-sequence approaches was presented in [10], which relies on a stack of two
LSTMs where the first LSTM layer encodes visual features, and the second layer decodes
the output words sequentially. The model in [10] was trained on a YouTube video collec-
tion of MPII-MD [2] and M-VAD [11]. The authors of [12] uses a CNN feature extractor
to calculate the embeddings for each input image before averaging them, and an LSTM
decoder is then used to predict the output caption. Averaging the extracted features of
video frames reduces complexity but results in losing the order of the frames.

Reinforcement earning (RL) is also used in video captioning. For example, [13] pro-
poses a hierarchical reinforcement learning (HRL) video captioning framework that utilizes
a two-level mechanism that views the textual and video context as an RL environment
and trains two agents: a high-level agent (the manager) for goal setting at a low temporal
resolution, and a low-level agent (the worker) for choosing actions according to the goals
set by the manager. The authors in [14] used RL to address redundancy and inconsistency
between sentences in dense video captioning by generating an event sequence, before
feeding each proposed event to a video captioning network that was trained by RL with
both event and episode rewards. Additionally, [15] presented an online RL algorithm
for solving coupled algebraic Riccati equations of non-zero sum games using a policy
iterative algorithm.

Self-attention [1] is a mechanism that relates elements at different positions in a
sequence, resulting in a better representation of the same sequence. The self-attention
mechanism recalculates the input sequence by giving more weights to relevant features
which improves performance, especially for long temporal dependencies. Zhou et al. [16]
train a transformer (attention-based network) end-to-end to produce video event proposals
and captions simultaneously, allowing the direct influence of the language model to the
video event proposal. Transformer networks were also applied to detect and recognize
the actions of the person of interest [17] by, first, detecting people in video clips with a
bounding box using a 3D CNN and a region proposal network (RPN). Secondly, a sequence
of transformer blocks generates features for RPN proposals which are finally classified
into action classes. Some methods [11,18] include audio or other elements of the video
in video analysis. The authors of [18] present a weakly supervised multi-modal video
captioning model. Lashin et al. [19] introduced a multi-modal dense video captioning
module (MDVC), a multi-modal architecture to analyze audio, speech, and video to localize
and describe events. Hessel et al. [11] used automatic speech recognition (ASR) to improve
performance and a transformer-based model to encode video frames and speech tokens,
generating captions for instructional videos. An industrial video analysis framework is
proposed in [20] which is based Mask R-CNN image segmentation model [21] to detect
objects along with a template-based sentence generation model.

The authors in [22,23] use generative adversarial networks (GAN) [24] and a YOLOv3
object detection model [25], respectively, to detect students’ actions in a lab. In the first
method, both the discriminator and the generator in the DCGAN are trained in parallel to
classify behavior. The latter method proposes a framework based on the YOLOv3 object
detector to recognize students’ activities. These methods perform video classification
and use large model sizes. Our proposed framework is unique in that it performs video
captioning (which more informative compared with classification) while using lightweight
models, enabling it to run on IoT devices. Additionally, this work is inspired by [26] but
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presents a new transformer-based model and achieves a high accuracy of 97%, compared to
only 45% that was reported by [26]. Table 1 presents an overview of the existing literature
with key differences.

Table 1. Summary of related work.

Category Methods Advantages Disadvantages

Natural language-based
video captioning

Uni-modal (visual features):
[9,10]: LSTM-based seq-to-seq model.
[16]: Transformer-based model to
generate captions and event proposals.
[13,14]: Reinforcement learning
(RL)-based dense captioning methods
Multi-modal (visual features + audio +
other features):
[11]: Automatic speech recognition ASR
and transformer-based model.
[18]: Weakly supervised trained model.
[19]: Dense video captioning (Localize
and caption one event or more).

1. Generating human-like
sentences is more
user-friendly compared with
the other approaches.

2. Many huge natural
language-based video-to-texts
are available for training.

1. Computationally intensive
and have a large memory
footprint, therefore cannot
be deployed on
resource-limited devices.

2. Use large model sizes and
need high computational
power for training.

Template-based
video captioning

[26]: Preliminary results of this work
using custom model.
[27]: Language processing to estimate
activity–object correlation to improve
activity recognition systems.
[20]: Mask R-CNN [21] and
template-based captioning.
The proposed method trains a
transformer model on SVO templates
converted from natural
language-based captions.

1. Use moderate computational
power and memory footprint,
making it a suitable option for
resource-limited devices.

2. Require less data for training.
3. Restricting the language

model of the output caption
makes extracting
information/adding context
in postprocessing stage easier
compared with natural
language sentences.

1. Require custom dataset
annotation since most
video-to-text datasets use
natural language-
based captions.

2. Lack of proper language
model conversion
techniques to convert
natural language-based
captions of existing
open-domain datasets to
template-based captions.

Classification-based
video description

[17]: 3DCNN for object detection and
transformer-based for
action classification.
[22]: A generative adversarial network
(GAN) [24] is used to
recognize activities.
[23]: Uses YOLOV3 [25] to classify
students’ behavior.

1. Use the least computational
power compared to the other
two approaches, therefore can
be deployed on
resource-limited devices.

2. Due to their relatively small
model sizes, ensemble of
specialized classifiers can be
used to recognize a limited set
of actions/objects.

1. Classification/Recognition
of objects and actions is
less informative
than captioning.

Our proposed framework starts with collecting and preprocessing a dataset of video-
caption pairs to train the neural network model on understanding the scene (video) and
generate a description of it.

The preprocessing steps are described in Figure 2. The objective of this phase is to
reduce vocabulary size and restrict captions to a predefined template. Our contribution
includes how to create a subject-verb-object-based (SVO) caption from a natural language-
based caption and replace several words with one representative word to reduce the
vocabulary size. Finally, the developed video captioning models are lightweight and can be
used on computationally limited IoT platforms. The performed analysis is optimized by:

1. Restricting the captions’ language model to simple sentence templates to decrease the
complexity and size of the model that is required to achieve a certain accuracy.

2. Developing two lightweight video captioning models, optimizing their parameters
with hyperparameter tuning and evaluating their performance in terms of accuracy
and inference time.

3. Predicting captions that have predefined sentence structures to make post processing
of these captions easier relative to processing natural language-based captions.
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3. Methodology

In this section, the proposed framework is explained in detail. The Dataset subsection
describes how the MSR-VTT dataset is preprocessed to select video-caption pairs that
belong to our use-case application (classroom monitoring) before the captions are converted
to the SVO sentence format. Section 3.2 presents the proposed deep learning models
including (1) transformer-based model; (2) LSTM-based model; (3) CNN feature extractor.
Third, Section 3.3 describes caption generation.

3.1. Dataset

The dataset used in this work is the MSR-VTT dataset, an open-domain video-to-text
dataset that has 10,000 videos, 200,000 descriptions in total, and 20 captions per video. The
first preprocessing step is to select a subset of video-caption pairs that belong to a particular
domain/application. Since we use classroom monitoring as a use case, the dataset is filtered
to include only the pairs of video descriptions that are relevant to that application. Although
the videos are already tagged in MSR-VTT, none of these categories match our application.
The preprocessing pipeline is illustrated in Figure 2 (left), as well as an example showing
the result of applying these steps on a video caption (right). We first mined captions by
searching for sentences that contained a whitelist of words, such as ‘teacher’, ‘student’,
and ‘class’. We used part-of-speech (POS) tags to exclude adjectives, adverbs, pronouns,
etc., keeping only nouns and verbs. Lemmatization is then applied to return the basic
form of each noun and verb so that later it is easy to calculate the frequency of words
and compare the semantic distance between words more accurately. After applying the
preprocessing steps shown in Figure 2, each of the 20 captions per video provided by the
MSR-VTT dataset is compared to the SVO sentence structure. If the caption length and POS
tags align with that of SVO, the video-caption pair is added as a standardized instance to a
new dataset to train the proposed deep learning models. This simple approach is effective
but has its limitations which are investigated in the results section.

To further reduce vocabulary size, words’ embeddings are clustered and one repre-
sentative word (the most frequent) replaces all the words in that cluster in their respective
sentences. This is achieved by converting words to their Global Vectors for Word Repre-
sentation (GloVe) [28], a vector representation of words where linear distances reflect the
semantic relations between words. This is particularly important in our application since
we use the distance between words’ embeddings and apply a manually tuned threshold to
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cluster close embeddings (which represent semantically related words) and replace them
with the embeddings vector that corresponds to the most frequent word. This process
is applied to nouns and verbs separately. Figure 3 shows the 2D plot of the PCA of the
GloVe representation nouns. To cluster word embeddings, we use Euclidean distance
(Equation (1)), which was used in [29] to estimate the semantic similarity between words.

euclidean distance = (∑(wi|(ui − vi)|2)1/2 (1)

where u and v are the two input 1D arrays, u and v are the means of the elements of u and v,
respectively, and w is a 1D weights array. After comparing the generated clusters from each
distance algorithm to what is expected, Euclidean distance is used because it was found to
yield relatively better results. Words in each cluster are replaced by the most frequent word
in that cluster to reduce the vocabulary size and simplify the language model.
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3.2. Deep Learning-Based Models

Figure 4 demonstrates a diagram of the proposed framework. The diagram shows
the model, which will be explained later, at the core as well as two input branches. A
sequence of the frames’ embeddings, generated from a separate CNN feature extractor, is
fed to the first branch, and a sequence of caption tokens (words that were already predicted
or placeholder tokens) is fed to the other branch, simultaneously, to generate the next
caption token. The input caption tokens are stacked between two special tokens that
indicate the beginning and end of a caption: “seq_start” and “seq_end”. Additionally,
the “seq_extra” special token works as a placeholder for the tokens to be predicted in the
following iterations. After that, the tokens are replaced by their respective indices that



Electronics 2022, 11, 1785 7 of 15

are fed to the network. The following two subsections describe the details of the two
proposed models.
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3.2.1. Transformer-Based Model

A transformer-based network (also called attention-based) is based on the transformer
block (block diagrams of both architectures are shown in Figure 5). The network has
two branches; the first branch receives the sequence of the frames’ embedding vectors
(generated by a pre-trained CNN feature extractor), and the second branch receives a
sequence of token indices.

The tokens are converted to a sequence of meaningful embeddings with an embedding
layer. An embedding layer can either be trained as part of the model to learn representa-
tive embeddings for each token, or import embeddings from a pre-trained global word
representation, such as GloVe [28]. After that, the weights of the imported embeddings
layer are made untrainable. In our case, we trained the embedding layer since the target
language model (sentence structure) is SVO-based which is more constrained than the
natural language-based corpuses that global word embeddings are trained on. Then, the
frames’ embeddings and tokens pass through the transformer layers. Finally, the frames’
embeddings are given to an LSTM layer and the output is used as an initial state to another
LSTM layer that is applied on caption embeddings (as shown in Figure 5). Finally, a linear
layer reduces the output size to the vocabulary size and a softmax activation is applied
to generate a one-hot encoded token. A distinctive feature of transformer blocks is that
the sizes of the input and the output are the same, but individual element in the output
sequence is more “context-aware”, relative to the input sequence.

The main component of the transformer block is the multi-head self-attention layer.
Hyperparameter tuning is applied to select the number of heads. Figure 5 shows the



Electronics 2022, 11, 1785 8 of 15

components of the transformer block which includes a dropout activation function, linear
transformations, and layer normalization.
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layers to encode the temporal data in both modalities. The output embeddings from each
branch are then concatenated and fed to the LSTM layers. Finally, a linear layer reduces the
output size to the vocabulary size and a softmax activation is applied to generate a one-hot
encoded token.

Figure 5. Left: the transformer block. Right: the proposed transformer-based model architecture.

3.2.2. LSTM-Based Model

The second model, shown in Figure 6, is an LSTM-based model also consisting of two
branches, one for captions and the other for frames. However, this model relies on LSTM
layers to encode the temporal data in both modalities. The output embeddings from each
branch are then concatenated and fed to the LSTM layers. Finally, a linear layer reduces the
output size to the vocabulary size and a softmax activation is applied to generate a one-hot
encoded token.
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Despite that every activity is represented by only one caption and each caption in
strictly three tokens (subject, verb, and object), the length of any caption is set to eight. This
is due to two reasons (1) The model can detect up to two activities, each with three tokens.
(2) The special tokens “seq_start” and “seq_end” must be included at the beginning and end
of the caption; for example, the description “a teacher writes on a chalkboard” is processed
as in Figure 2. Therefore, the total number of tokens to be generated is 3 + 3 + 2 = 8 tokens.

3.2.3. CNN Feature Extractor

Three CNN backbone architectures that were pre-trained on ImageNet [30] were
evaluated and compared in terms of their inference time: GoogLeNet [31], ResNet-18 [32],
and ResNet-50. Since the CNN model is used to extract embeddings/features of the input
frames, it is separated from the rest of the model to balance the time cost of the CNN
inference and the informativeness of the generated vector.

3.3. Generating Captions

For an input video, caption generation starts with the CNN feature extractor generating
the embeddings vector of each frame. Captions are tokenized into words, and special
tokens such as “seq_start”, “seq_end”, “seq_extra”, and “seq_unkown” are added where
appropriate. Algorithm 1 describes how captions are generated from an input list of frames.
Algorithm 1 uses ix2word, a dictionary that maps indices to words, to return a list that starts
with “seq_start”, ends with “seq_end”, and has one or two SVO-based captions in between.

Algorithm 1. Sequential Caption Generation

Input: frames (list of frames),
maxlen (Maximum length of the generated description sentence),
word2ix (a dictionary mapping each token to index),
ix2word (a dictionary mapping each generated index to token),
model (trained model)
Output: caption (generated sentence)

1. caption ← [“seq_start”]
2. vectors ← [ ]
3. for (i = 1 to length( f rames)) do
4. vectors← add CNN (frames[i])
5. for (i = 1 to maxlen) do
6. ix_tokens = Algorithm2 (caption, word2ix, maxlen)
7. props←model.predict (vectors, ix_token)
8. index← argmax (props)
9. token← ix2word (index)
10. caption← add token
11. if (token = “seq_end”) then
12. break
13. return caption

In each iteration (forward pass), a single token is generated. However, the input size is
fixed because the structure of the network is static. Therefore, Algorithm 2 pads the input
sequence with a special token called the padding_element to reach the defined input size,
maxlen. In the first iteration, the only known token is the “seq_start” token. Algorithm 2 is
used to add “seq_extra” tokens to reach a fixed input length. It then converts input tokens
to indices. When the model predicts the next token in the input sequence it is compared
to the stopping token, “seq_end”. If this is the predicted token, it means that the network
has predicted the whole caption; if not, then the predicted token is appended to the input
sequence, and a new iteration starts until the “seq_end” token or a certain number of
iterations is reached.
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Algorithm 2. Padding Captions

Input: word_tokens (list of tokens to pad),
word2ix (a dictionary mapping each token to index),
maxlen (maximum length of the caption),
Output: ix_tokens (list of padded indices tokens)

1. padding_element ← “seq_extra”
2. paddinglen ← maxlen − length(word_tokens)
3. for (i = 1 to paddinglen) do
4. word_tokens← add padding_element
5. for (i = 1 to length(word_tokens)) do
6. ix_tokens← add word2ix (word_tokens[i])
7. return ix_tokens

4. Results

In this section, the results of caption generation, conversion of natural language-based
captions to SVO-based sentences, hyperparameter tuning, and models’ inference-time
comparison results are presented. Generated SVO captions are evaluated using accuracy
for two reasons:

1. The length of SVO-captions is relatively small and fixed, therefore, comparing the
corresponding words of the predicted and the ground truth captions makes more
sense than machine translation (MT) quality metrics like BLEU [33] which is more
suitable for assessing natural language-based captions.

2. Accuracy is used by other template-based methods [20,26] and is therefore needed
for comparison.

Figure 7 shows examples of correct and incorrect SVO-based sentences that were
generated from the natural language-based sentences of the original dataset (MSR-VTT) [5].
Correctness here refers to whether the generated caption is meaningful to be further
processed and stored in the database. For each example, samples of the video frames,
original caption, POS tagging of each token in the original caption, and the generated
SVO-based caption are shown. The generated captions are tokenized, and the number
of unique tokens is reduced by applying the Euclidean distance thresholding approach
described earlier. For example, the SVO captions’ tokens of the first, third, fourth, and fifth
samples in Figure 7 were reduced by replacing “teacher” and “student” with “person”.
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Hyperparameter tuning includes the following parameters: number of heads of the
transformer block (shown in Figure 5), learning rate, word embeddings vector size, etc. A
sample of validation accuracies obtained in the hyperparameter tuning experiments are
plotted in Figure 8. Table 2 shows the exact parameter values and the obtained accuracy
for each experiment. While Table 2 and Figure 8 compare the transformer-based model
and the LSTM-based model in terms of accuracy, Table 3 and Figure 9 compare both
models as well as CNN feature extractors in terms of their inference time on different
platforms. The LSTM-based model is found to be 13× faster than the transformer-based
model, generating a single token in 0.2 s as measured on the MAXN power mode of the
Nvidia Jetson nano board.
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Table 2. Selected hyperparameters for tuning while training the two proposed models.

Model
Selected Hyperparameters

Accuracy (%)
# of Attention Heads Learning Rate Word Embeddings

Transformer

1 0.001 100 69.8

1 0.005 100 80.2

1 0.0005 100 95.6

2 0.001 100 83.3

4 0.001 100 81.2

4 0.0005 100 97

LSTM-based model

N/A 0.005 20 52.1

N/A 0.005 100 52.1

N/A 0.001 80 54.2

N/A 0.001 256 65.6

N/A 0.0005 20 25

N/A 0.0005 256 59.4
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Table 3. Time cost (in seconds) for a single inference by the CNN and for generating one token by the
video captioning models on both power modes of the Jetson nano board.

Category Model
Power Mode

MAXN 5 W

CNN feature extractor
GoogLeNet 0.33± 0.003 s 0.49± 0.009 s
RESNET-18 0.65± 0.006 s 1.09± 0.007 s
RESNET-50 1.166± 0.304 s 1.536± 0.056 s

Token generation LSTM-based 0.21 s 0.3 s
Transformer 2.8 s 3.2 s
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In addition to the parameters’ values used in Table 2, other parameters were also
included in hyperparameter tuning, such as batch size, number of epochs, and layers’
configurations like the keep probability of the dropout layer and the choice of activation
layers. However, the subset of parameters presented in Table 2 were experimentally found
to have the most influence on performance. As can be seen from Figure 9, The transformer-
based model obtained higher accuracy than the LSTM-based model. Moreover, compared
with the model presented in [26] on the same task, the transformer-based model also
achieved an accuracy of 97%, compared to 45% by the model in [26].

To evaluate the computing time of the different components of the proposed frame-
work, the developed caption generation models and the off-the-shelf CNN feature extrac-
tors that were used were tested on a Nvidia Jetson Nano board, a 128-core Maxwell GPU
and a Quad-core ARM A57 @1.43 GHZ CPU. The board has two power modes depending
on the capability of the power source: 5 W and MAXN modes. We tested the performance
of our framework in both modes. Equation (2) calculates the total time (TT) in seconds to
generate a description sentence composed of lentokens words from a sequence of frames of
length len f rames.

TT = (lentokens × 0.21) + 0.33 (2)

The previous equation assumes using GoogLeNet as the CNN feature extractor, as well
as the LSTM-based model, and the Jetson MAXN mode. This equation is not dependent on
len f rames because at any time t, the system uses the len f rames − 1 embedding vectors that
were processed in previous steps and needs to apply CNN only on the current frame at
time t.
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Table 3 shows the time comparison of a single inference among three CNN architec-
tures: GoogLeNet [31], ResNet-18 [32], and ResNet-50 on both power modes, as well as
the time cost for a single token generation. GoogleNet has the lowest time cost which is
expected due to its smaller size relative to the other two CNN models. Since in the proposed
system the CNN model is used for feature extraction (to generate vector embeddings of
frames), GoogleNet is selected for its low inference time. Figure 9 compares the inference
time of the transformer model vs. the LSTM-based model on different platforms.

5. Conclusions and Discussion

We proposed a deep learning-based light-weight video content analysis framework
to be deployed on IoT platforms. Firstly, the presented framework performs data mining
on a massive open-domain video-to-text dataset: MSR-VTT to extract video-caption pairs
that are relevant to a particular domain (classroom in this case). Second, it generates SVO
sentence templates from natural language-based captions to simplify the language model
of captions and consequently reduce the size of the deep learning model to be trained on
the dataset. Third, reduces the vocabulary size by clustering similar words based on the
distance between their GloVe [28] representations to replace the words of each cluster with
its most frequent word. finally, we presented two video captioning deep learning-based
models: a transformer-based model and an LSTM-based model of which the accuracy is
optimized through hyperparameter tuning and the inference time is measured on different
platforms, including IoT and GPU-enabled devices. The transformer-based model achieved
high accuracy while the LSTM-based model has low inference time making it suitable for
IoT devices.

While template-based video captioning methods have many benefits such as reducing
the complexity of the language model and making information extraction from the gen-
erated caption easier, the scarcity of video-to-text datasets with template-based captions
poses a challenge to adopting these methods. Points 1 and 2 in the conclusion present a
suggested technique to address this problem. However, the proposed language model con-
version technique also has its limitations that should be addressed in future work, including
the fact that some natural language captions cannot be converted into SVO captions and
others produce meaningless SVO captions. Therefore, manually annotated, template-based
datasets are required to train high quality template-based video captioning models.
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