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Abstract: Power Hardware-in-the-Loop (PHiL) simulation is an emerging testing methodology of real
hardware equipment within an emulated virtual environment. The closed loop interfacing between
the Hardware under Test (HuT) and the Real Time Simulation (RTS) enables a realistic simulation but
can also result in an unstable system. In addition to fundamentals in PHiL simulation and interfacing,
this paper therefore provides a consistent and comprehensive study of PHiL stability. An analytic
analysis is compared with a simulative approach and is supplemented by practical validations of the
stability limits in PHiL simulation. Special focus is given on the differences between a switching and
a linear amplifier as power interface (PI). Stability limits and the respective factors of influence (e.g.,
Feedback Current Filtering) are elaborated with a minimal example circuit with voltage-type Ideal
Transformer Model (ITM) PHiL interface algorithm (IA). Finally, the findings are transferred to a real
low-voltage grid PHiL application with residential load and photovoltaic system.

Keywords: power hardware-in-the-loop; real time simulation; interface algorithm; ideal transformer
model; feedback current filtering; PHiL stability; linear/switching amplifier

1. Introduction

A drastic reduction of greenhouse gas emissions in the energy sector requires a funda-
mental transition of energy supply [1]. The transformation of the electrical grid to integrate
a vast amount of fluctuating renewable energy systems (RES) plays a key role on the way
to a low-carbon society. However, this implicates new challenges for the existing energy
system with the requirement of new market structures, closer communicative networking
and new technological solutions [2]. The increasing complexity also demands for more
comprehensive testing possibilities of new equipment [3,4]. The impact of the increasing
penetration of the electrical energy system with power electronic converters requires more
detailed modeling together with an in-depth consideration of converter control. Real Time
Simulation (RTS), and Power Hardware-in-the-Loop (PHiL) in particular, will therefore
play an increasing role in the validation and testing process of new systems and equipment
in order to fully investigate its behavior in a flexible and realistic environment [3].

In the last decade a lot of research on PHiL simulation has been performed. Among
others, stability analysis of a PHiL simulation at a theoretical basis is shown in [3,5–13]
however, Refs. [7,10,11] solely focus on real impedance. In [6] complex impedances are
also considered together with experimental validations, although without a quantitative
analysis of the stability limits. Experimental validations of PHiL stability criteria with a
linear power amplifier as power interface (PI) are shown in [6,10,14] whereas switching
inverters are applied in [11,15]. However, to the knowledge of the author, no work has been
done that explicitly applies PHiL stability theory to directly compare linear and switching
inverters with the same real-time model and hardware setup.

Therefore, the focus of this paper is a consistent analysis of PHiL stability from
theoretical considerations over a simulative approach to practical validations investigating
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the stability limit. Due to the fact that both switching and linear inverters are common in
different laboratories, but behave differently, stability is shown for both converter types.

In the context of this research, the following work is done:

• A general analysis of PHiL stability based on the transfer function of a simplified
circuit. The influence of impedance ratio, time delay, amplifier characteristics and
low-pass filtering has been considered.

• An offline model of an exemplary PHiL simulation case was implemented in MATLAB
Simulink™. Applying the findings of the theoretical analysis, the limits of stable PHiL
simulation have been systematically investigated. Both, interfacing with a switching
and a linear amplifier has been analyzed with a modeling approach.

• The modeling approach is validated with a real PHiL laboratory setup with both a
linear and a switching amplifier in comparison.

• The results are applied to the example of a PV system with a residential load at the
low-voltage grid to ensure stability in a real PHiL application.

Alongside with the analytic, simulative and experimental stability analysis, a brief
introduction on the basic idea of RTS and the fundamentals of PHiL simulation techniques
are explained in Section 2 as well as a presentation of the laboratory structures used in this
work. The rest of the paper is structured as follows: In Section 3 the influencing factors
on the stability of a PHiL simulation are analyzed based on an analytic approach. The
findings are transferred to a simulative PHiL model and are experimentally validated in
Section 4 with respect to the differences between linear and switching PI. Section 5 presents
mitigation of an unstable PHiL simulation at the example of a real application by applying
the findings of the previous sections. The results of the stability analysis and the deviations
between the theoretical and experimental results are discussed in Section 6. A detailed
summery along with the key findings of the research work is given in Section 7.

2. Power Hardware-in-the-Loop Simulation of Electrical Energy Systems

Hardware-in-the-loop (HiL) simulation provides flexibility to a laboratory installation
and the possibility of testing at an early stage of development in a realistic environment.

In that way, physical components can be virtually coupled to any suitable grid with
the possibility of freely adapting grid parameters. Thus, the behavior of an equipment at
abnormal grid conditions can be examined in detail with reproducible results. Grid impact
of new control or protection algorithms at an early stage of development can be tested with
real hardware. Furthermore, new equipment can be implemented as a real-time model
before prototyping to test the behavior within a real grid in a cost-effective way in an early
stage of development [16–18].

HiL simulation is used whenever a single component or a part of a larger system
shall be investigated in a realistic environment, especially if a laboratory setup of the
whole system is not possible due to economic or technical reasons. HiL can be divided
in Power Hardware-in-the-loop (PHiL) and Control-Hardware-in-the-loop (CHiL). The
latter describes the interfacing of a real physical controller, protection relay or software
within a simulated environment, e.g., RTS of an electrical grid. The interfacing between
the RTS and the device under test is established via low-voltage analog signals or network
communication protocols [19,20].

PHiL in contrary integrates physical power equipment into a real-time model of an
electrical grid, resp., parts of an electrical grid. Amplification of the RTS signals to provide
sufficient voltage level and currents for operation of the hardware is needed. However, the
setup of an accurate and stable PHiL simulation is not straightforward [3], which will be
shown in the context of this paper.

Different abbreviations are customary for the real physical equipment. Device under
Test (DuT) [8,21], Equipment under Test (EuT) [20] or Physical Power System (PPS) [18] are
seldom used. In contrast, Hardware under Test (HuT), is most common [6,13–16,20,22–25],
therefore this abbreviation will be used in this paper. The virtual part of the system which
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has to be modeled and simulated in real time will be referred to as Real Time Simulation
(RTS) in the following.

2.1. Real Time Simulation

Through significant improvements in CPU performance in the last decades, real-
time-simulators now provide the ability to calculate even large power systems within
microseconds [26,27]. This enables electromagnetic transient (emt)-simulation in real time.
A realistic representation of the dynamics of a system in the discrete time domain requires
sufficiently small simulation time steps [22,27,28]. Thus, real time in this context means:

1. The fixed simulation time step has to be small enough to resolve even transients with
sufficient accuracy;

2. All calculations for a simulation time step, as well as the signal input and output,
must be completed within the time period corresponding to the real time.

RTS is used whenever there is an interaction between a system operating at real-world
speed and a model. With an offline simulation the computation time will rise with increased
complexity of the model. Thus, a specific period of time in an offline simulation can be
slower or faster than real-world time. Offline simulation programs often use variable time
steps to increase accuracy around fast changing events or discontinuities [29]. However,
digital RTS rely on fixed time steps. Each time step has to be solved during the time span
that equals the real-world time which requires powerful processors [26].

Established RTS processors can simulate with time steps in the range of micro to
milliseconds, whereas FPGA based simulators achieve even sub-microsecond simulation
time steps [4].

2.2. RTS-PHiL Laboratories

In the Real Time Laboratory, the Institute of Electrical Energy Systems (LEES) there-
fore controls multiple real-time simulators from different manufacturers. In this work a
NovaCor™ simulator from RTDS Technologies Inc., Winnipeg, Canada is used.

The Real Time Laboratory is coupled via optical fiber connections to the Microgrid,
Energy Storage and Power Hardware-in-the-Loop Laboratory of the LEES. The laboratory is
operated as a campus type microgrid with PHiL capabilities. The microgrid integrates
battery storage systems (BSS) of different types, including a 15 kWh/5 kVA vanadium-
redox-flow storage system as well as a 4 kWh/4, 6 kVA lead-acid BSS and multiple lithium-
ion based BSSs with a total of 82 kWh. It is supplied by a rooftop photovoltaics (PV) system
of 17.42 kW rated power. A microgrid-controller for energy management is implemented
on an industrial standard automation unit. Details can be extracted from [30,31]. Real-time
digital simulators are not able to handle high voltage and currents. Therefore a power
amplifier is required for interconnection of the RTS and the HuT. The laboratory is equipped
with two three-phase four-quadrant amplifiers (4QA). A 4QA linear amplifier with a source
and sink capability of 15 kVA and a 4QA switching inverter with a nominal rated power
of 45 kVA with energy recovery capability. A schema of the laboratories is illustrated in
Figure 1.

2.3. PHiL Simulation Fidelity and Errors

The division of an electrical grid into a simulated section and a hardware section
implies the need for an interface. Inevitably, however, this will lead to a certain time
delay between the two parts and to the introduction of noise into the system. These errors
influence stability and accuracy of the PHiL simulation [3,15,19,23]. Figure 2 provides an
overview of the effects that influence accuracy and therefore can result in stability issues.
The power interface provides non-ideal behavior, and thus introduces time delays, limited
bandwidth, set-point deviations and measurement noise [5,32]. Eventually additional
hardware is included in the circuit as inverter output filters. Another cause of error is
the RTS itself which introduces a time delay through discrete time step simulation [5]. In
addition the coupling between the RTS and the PI can introduce errors through communi-
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cation time delays, limited bandwidth or through noise that is injected when using analog
communication [5,32]. The PI and the RTS both operate at a specific sample time. If there is
no time synchronization, variable delays occur which introduce harmonics and noise in the
system [4] (see Section 3.2.3).

Utility Grid Rooftop PV System RTDS

NovaCor™

Real Time Simulator

multiple
Li-BSS Pb-BSS VRF-BSS Load

4QA
Switch-
ing

4QA
Linear

fiber optics
patch panel

Microgrid, Energy Storage and PHiL Laboratory Real Time Laboratory

Figure 1. Setup of the Microgrid, Energy Storage and Power Hardware-in-the-Loop Laboratory in collabo-
ration with the Real Time Laboratory of the LEES.

Influence on PHiL accuracy

Non-ideal PI RTS-PI coupling IA RTS simulation

Time delay

Limited bandwidth

Hardware filters

Deviations from
setpoint and noise

Non-ideal transfer
function

Time delay

Limited bandwidth

Noise

Synchronization

Time delay

Additional hard-
ware

Limited bandwidth

Time delay

Figure 2. Major accuracy deviations that are introduced in a system through PHiL simulation.

In addition, several IAs are known to improve PHiL stability [3]. However, IAs also
introduce deviations from the ideal PHiL simulation by additional time delays, band
limitation or extra hardware as stabilizing elements (see Section 2.6). Further details on
accuracy with different IAs can be found in [3,5,8].

2.4. PHiL Power Interface

PHiL imposes the need for an amplifier as power interface (PI) to provide the voltage,
resp., currents from the RTS at the HuT at an applicable level. In dependence on the
application source and sink capability may be required. Four-quadrant operation of the PI
is described as an independent control of positive and negative current and voltage and
therefore an independent source and sink of real and reactive power [33].

A distinguishing feature of the PI is the converter technology that can be classified
into switching and linear amplifiers. Linear amplifiers operate in the linear region of the
semiconductors (e.g., linear-MOSFET), whereas switching converters are approaching the
desired output voltage and current by high-frequency PWM which implicates the necessity
of complex control loops and amplifier output filters [24].
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The main advantages of linear amplifiers are small time delays and a wide frequency
bandwidth [5,33,34]. The downside of linear amplifiers are high energy losses, up to one-
third [33]. In comparison switching amplifiers provide efficiencies over 90%, are more
economical and smaller in size [33,34]. However, a stable PHiL simulation may be more
difficult to archive due to increased time delays and nonlinear behavior [5].

2.5. Communication between RTS and PI

The communication between the real time simulator and the PI is bidirectional. Inter-
facing can be implemented with analog signals or by digital communication protocols. For
analog interfacing D/A and A/D converters are needed [11]. The induction of noise has
to be prevented and galvanic isolation of simulator and PI is recommended [33]. Digital
communication through fiber optics avoids noise and ground-loop problems and pro-
vides a fast broadband communication [33]. In this work the communication between the
real time simulator and the amplifier is implemented with digital optical fiber AURORA
communication protocol.

2.6. Interfacing Algorithms

Closed loop PHiL is characterized by mutual interaction between RTS and HuT. The
interfacing therefore is crucial regarding stability and simulation accuracy [3]. With the
IA it is specified, which values are being transmitted (e.g., voltage, current, power, torque,
etc.) and how the signals are being processed (e.g., unity gain, low-pass-filtered, lead-lag
compensator, etc.) [15].

The different IAs each have their own advantages and disadvantages. Therefore, a
combination of different IAs is often used in order to achieve the best possible results [3].
The following section presents several different IAs and methods of enhancing the stability
of a PHiL simulation.

2.6.1. Ideal Transformer Model (ITM)

The Ideal Transformer Model (ITM) algorithm (also called Ideal Transfer Model or
Ideal Transformer Method [14,18]) is the most straightforward IA and very well established.
It can be implemented as a voltage controlled variant or as a current controlled variant.
For the voltage-type ITM, which is depicted in Figure 3, the reference voltage of the RTS
is sent to the PI that forms the voltage at the HuT. This produces a current through the
HuT which is measured and fed back to the RTS. For the current-type ITM the current
of the RTS is amplified by the PI while the voltage across the HuT is used as feedback
signal. The ITM IA offers high accuracy and has the benefit that no further hardware is
needed. However, stability issues can be more challenging than in comparison with other
interfacing algorithms [15].

ZS
iRTS

−
+

ZHuT
iHuT

VS VRTS VHuT

RTS HuT

Figure 3. Voltage-type ITM interfacing algorithm for PHiL simulation.

2.6.2. Partial Circuit Duplication (PCD)

The PCD algorithm involves a linking component Zab, which is repeated in both RTS
and the HuT, as illustrated in Figure 4. The larger the value of the linking impedance,
the higher the stability of the system. However, with a higher value of Zab the accuracy
decreases due to increased power losses [15]. Note that feedback from the HuT is imple-
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mented by a controlled voltage source in the RTS. In [35] detailed discussion of the PCD
algorithm is provided.

ZS Zab
iRTS

−
+

−
+

ZHuTZab
iHuT

VS VRTS VHuT

RTS HuT

Figure 4. PCD interfacing algorithm for PHiL simulation.

2.6.3. Damping Impedance Model (DIM)

The DIM algorithm consists of a combination of ITM and PCD techniques. It requires
a linking impedance Zab as well as a damping impedance Z∗. Its schematic is depicted in
Figure 5. This method leads to absolutely stable results if Z∗ is equal to the impedance
of the HuT ZHuT . In reality, the knowledge of the exact value of ZHuT requires a perfect
model of the HuT which is usually not available. Furthermore, it would make the PHiL
simulation dispensable. Nevertheless, high stability margins and good accuracy can still
be achieved with the DIM-Algorithm if Z∗ is close to the actual value of the hardware
impedance [15].

ZS Zab Z∗

−
+

−
+ ZHuT

Zab
iHuT

VS VRTS VHuT

RTS HuT

Figure 5. DIM interfacing algorithm for PHiL simulation.

2.6.4. Transmission Line Model (TLM)

The TLM algorithm involves a reactive linking component Zlk, which is considered as
a Bergeron transmission line section and modeled as an equivalent Norton or Thévenin
circuit. This algorithm is commonly used for decoupling large systems with sufficiently
long transmission lines for the benefit of parallel computation. It offers high stability given
that it is numerically based on the trapezoidal approximation. However, it might lead to
some drawbacks such as large power consumption, low flexibility and high maintenance
cost [15,36].

2.6.5. Hardware Inductance Addition Method (HIA)

The HIA-method can be applied to voltage-type interfaces. It involves an additional
inductance LADD, which is added to the hardware side. LADD is connected in series with
the HuT and leads to an improvement in stability but also to a decrease in accuracy [3].

2.6.6. Feedback Signal Filtering (FSF)

FSF applies a low-pass filter to the feedback signal. Figure 6 illustrates the Feedback
Current Filtering Method (FCF) at the example of the voltage type ITM algorithm. The
filter improves the stability of the system. It can be implemented analogue or in software.
For this reason, further hardware is not necessarily needed. Its influence on the stability
and accuracy of the simulation depends on the cut-off frequency of the filter [37]. FSF can
also be combined with other IAs [3].
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ZS
iRTS

−
+

ZHuT
iHuT

VS VRTS VHuT

RTS HuT

LPF

Figure 6. Voltage-type ITM with FSF.

2.6.7. Further Interfacing Algorithms

Other possible interfacing algorithms are the Time-variant First-order Approximation
(TFA) which is discussed in [15] and the Taganrog Algorithm. A description of the Taganrog
Algorithm can be found in [35]. The Multi-Rate Partitioning Method (MRP) and the
Partial Shifting Impedance (PSI) are—like HIA and FSF—further methods of improving
the stability of a PHiL simulation. Ref. [3] presents an overview of these methods.

3. Analytic Approach to PHiL Stability

In this section the stability of a PHiL simulation is investigated analytically. To keep the
analysis as comprehensible as possible a minimal example of a PHiL setup is introduced in
Section 3.1. In Section 3.2 the stability of a PHiL simulation is analyzed by applying Nyquist
stability criterion (NSC) to the open loop transfer function (OLTF). Subsequently the
findings are compared with an emt simulation in MATLAB Simulink™ and an experimental
setup in the following chapter (Section 4) to validate the analytic approach.

3.1. Minimal PHiL Example Circuit

To analyze the influencing parameters on PHiL stability an exemplary section of a
low-voltage grid shall be reduced to a simple, single-phase circuit. An ideal voltage source
VS with equivalent impedance ZS represents a low voltage distribution grid as depicted in
Figure 7 and the impedance ZHuT represents a residential load.

The circuit in Figure 7 can be split into a virtual model and a physical part. An
active HuT (e.g., a power electronics inverter or a generator supplying the grid) can be
represented as an additional voltage or current source within the HuT, which is shown
in [8,37]. In case the circuit includes nonlinearities, the following stability criterion is not
applicable without simplification. This issue is addressed in [14,15]. For simplicity, the
HuT is therefore considered as a passive, linear system in this work.

In general, the impedance on the RTS side ZS can be directly obtained from the model.
However in most practical PHiL applications the impedance ZHuT of the HuT is not known
exactly and is time dependent as well. In this case it can be calculated based on Ohm’s law,
with a measurement of voltage and current and the cos(ϕ). In case of active and nonlinear
load, however, this is far more complicated. Impedance estimation techniques have to be
applied, which are described in [5,10].

Due to its simplicity, the PHiL coupling is implemented as voltage type ITM according
to Figure 3. The circuit from Figure 7 can be considered as a voltage divider, which is
generally known to be stable. However, the interfacing between RTS and HuT provides a
time delay and non-ideal behavior which can result in instabilities [11].

3.2. Analytic Stability Analysis

In this section stability of a PHiL simulation will be investigated analytically at the
example of voltage type ITM. Therefore the transfer function of a PHiL circuit is analyzed
with NSC. A brief introduction to NSC is provided in [6,38].

The voltage type ITM PHiL circuit from Figure 7 can be represented as a block diagram
which is shown in Figure 8.
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(a)

ZS
iS

ZHuT

VS

(b)

ZS
iRTS

−
+

ZHuT
iHuT

VS VRTS VHuT

RTS HuT

LPF

(c)

Figure 7. Exemplary low-voltage grid reduced to a minimal PHiL circuit with voltage-type ITM IA
(a) Exemplary low-voltage grid; (b) Simplified equivalent circuit of the low-voltage grid; (c) Equiva-
lent circuit with voltage-type ITM IA.

+
− e−s Td GPI(s)

1
ZHuT(s)

GLPF(s)

Zs(s)

Vs VRTS VHuT

IHuTIs

Figure 8. Block diagram of a voltage type ITM PHiL.

The block diagram is implemented in the s-plane. The equivalent grid voltage VS can
be considered as the input of the control loop. All time delays (simulation, communication,
amplifier, measurement, etc.) are summed up to a single loop delay time constant Td. The
transfer function GPI(s) of the PI connects to the voltage VHuT at the HuT. An optional
low-pass filter GLPF(s) for FSF (see Section 3.2.4) is present in the current feedback path.
The OLTF of the PHiL circuit is derived as the product of all blocks within the loop:

GOLTF(s) = GPI(s) · GLPF(s) ·
ZS(s)

ZHuT(s)
e−sTd (1)

In [10] the representation of time delays in PHiL simulation as a polynomial transfer
function for treating as an linear time-invariant system is given special focus. However,
within the content of this work the exponential representation e−sTd is sufficient due to the
direct applicability in MATLAB™. In the following, stability of the PHiL circuit is analyzed
on the basis of the transfer function GOLTF(s).
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3.2.1. Resistive Impedance

The circuit in Figure 7 is assumed to be pure resistive with ZS and ZHuT having only
a real component. For simplicity the influence of the amplifier GPI(s) is neglected in this
section and FSF is not applied. The simplified OLTF can be rewritten as:

GOLTF(s) =
RS

RHuT
e−sTd (2)

The resistance RS and RHuT are assumed to be frequency independent. Figure 9 depicts
a locus plot with the quotient of the resistance RS over RHuT as an additional dimension.
With NSC stability margins can be analyzed. In simplified terms, NSC considers a system
to be unstable if the Nyquist curve encloses the critical point (−1, j 0) in the locus plot
of the OLTF [6,7]. The Nyquist curve of the OLTF in Equation (2) describes a circle with
radius RS

RHuT
around the origin. Figure 9 therefore forms a funnel-shaped surface. (−1, j 0)

is marked over the whole range of the impedance ratio as a red line within the figure. Thus,
instability is indicated when the critical line intersects the surface. This is the case at a ratio
of RS

RHuT
≥ 1 (above the blue plane).

−4 −3 −2 −1 0 1 2 3 4−4
−2

0
2

4
0

0.5

1

1.5

2

2.5

3

3.5

4

Re

Im

RS
RHuT

Figure 9. Nyquist curve for resistive impedance PHiL in dependence of the quotient of resistance RS

over RHuT .

The loop delay e−sTd is frequency dependent, but does not affect the magnitude of the
signal. The Nyquist curve in Figure 9 forms a circle around the origin. Thus, a change in
phase does not affect the radius of the cycle and therefore has no influence on stability [6].
Figure 10 shows that the radius is not changing, but the number of encirclements until a
finite circular frequency.

3.2.2. Complex Impedance

The assumption of purely resistive impedances is a very special case. Therefore, in the
following, a PHiL simulation with complex impedances ZS and ZHuT is analyzed.

The OLTF can be expressed as:

GOLTF(s) =
RS + sLS

RHuT + sLHuT
e−sTd (3)

Both resistances RS and RHuT and inductances LS and LHuT are assumed to be fre-
quency independent.
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Figure 10. Locus plot with the angular frequency as an additional dimension.

In the frequency domain the OLTF can be rewritten as:

GOLTF(jω) =
RS + (jω)LS

RHuT + (jω)LHuT
e−(jω)Td (4)

With frequencies approaching close to zero (ω → 0), we obtain the previous example
with resistive behavior, were the Nyquist curve describes a circle. The center of this circle is
zero with a radius of RS

RHuT
. Thus, the Nyquist curve starts at the positive real axis at the

position ( RS
RHuT

, j 0).

If frequency, however, points towards infinity (ω → ∞), the fractional term RS+(jω)LS
RHuT+(jω)LHuT

approaches LS
LHuT

whereas the expression e−(jω)Td forms an infinite rotation in mathemat-
ically positive direction. Therefore, the locus plot at ω → ∞ approaches a circle with
radius LS

LHuT
.

Consequently, both, the ratio of RS
RHuT

and LS
LHuT

have an influence on PHiL stability [6].
In dependence of the ratio of the impedances, three cases are distinguished in the following.

Case A: RS ≤ RHuT and LS ≤ LHuT
As explained before the Nyquist curve starts in the point ( RS

RHuT
, j 0) and ends on a

circle with radius LS
LHuT

. If both the starting and ending points of the locus curve are within
the unit circle than the critical point at (−1, j 0) is never enclosed [6]. According to the NSC
this guarantees stability of the PHiL simulation and this is the case, if both, the ratio of

RS
RHuT

≤ 1 and LS
LHuT

≤ 1.
Case B: RS ≤ RHuT or RS > RHuT and LS > LHuT
In case of RS ≤ RHuT the Nyquist curve starts within the unit circle, respectively if

RS > RHuT the curve starts outside of the unit circle. Due to the ratio of LS
LHuT

> 1 the locus
curve reaches a circle that encloses the critical point at (−1, j 0) which makes Case B always
unstable whenever LS > LHuT . In this case HIA (see Section 2.6.5) could be very efficient.

Case C: RS > RHuT and LS ≤ LHuT
The locus curve starts outside the unit circle in this case, due to RS

RHuT
> 1, however,

at high angular frequencies ω → ∞ it approaches a circle with radius LS
LHuT

≤ 1 which is
inside the unit circle. Whether the critical point at (−1, j 0) is enclosed by the Nyquist curve
(which would make the PHiL simulation unstable), depends on the position of the first
root in the left half plane, that is, were the curve intersects the negative real axis the first
time [6]. If the first intersection point occurs within the unit circle, i.e., to the right of the
critical point, all further intersection points are also within the unit circle. The critical point
(−1, j 0) is therefore never enclosed which results in a stable system. However, if the first
intersection appears outside the unit circle, the PHiL is unstable. In [6] a formula is given
to examine stability for Case C in dependence of the values of RS, RHuT , LS and LHuT .
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3.2.3. Influence of Time Delay

According to the previous sections, the time delay has no influence on stability within
PHiL simulations regarding Case A and as long as the impedances are purely resistive.
Even at a loop delay which equals a phase shift of 180◦ in the fundamental frequency a
stable PHiL simulation can be achieved [39].

However, regarding Case C in Section 3.2.2 time delay can be decisive whether the
critical point (−1, j 0) is enclosed by the Nyquist curve or not.

Apart from stability, time delay has an influence on PHiL simulation accuracy. In
voltage type ITM the current in the RTS is determined by the loop-back signal from the
measurement of the HuT current. A time delay in the PHiL loop therefore manifests itself
as a phase shift between voltage and current in the RTS, which affects the power factor.
The loop delay therefore reduces accuracy, since the phase shift results in a reactive power
within the RTS which is not present in the HuT [4]. The power factor deviation through
loop delay in dependence on system frequency fs, loop delay Td and the real active and
apparent power flow, that is simulated by the PHiL, can be calculated according to the
following equation:

cosϕRTS = cos(2πTd fs) (5)

In [4], the influence of variable time delays is investigated. Due to the interaction of
multiple discrete time systems, a time delay of variable duration can occur, if the discrete
systems are not synchronized. This results in an oscillation or noise in the loop-back
signal [4].

Noise can be reduced by a low-pass filter (LPF), which commonly has a positive
influence on PHiL stability [3].

3.2.4. Stability Improvement with Feedback Signal Filtering

A limitation of the bandwidth of the PHiL loop reduces the accuracy but can have
a stabilizing effect on the simulation [3]. A LPF can be implemented in software or in
hardware. A software implementation in the feedback loop (see GLPF in Figure 7) makes it
a flexible stability improvement with simple implementation without a need for additional
hardware [3,23]. The transfer function, a first-order LPF in the s-plane, can be expressed
as follows:

GLPF(s) =
1

(1 + s
2π fg

)
(6)

With complex frequency s and the cut-off frequency fg.
Due to the damping of the amplitude of a signal at frequencies larger than fg the locus

plot will approach the origin (0, 0) at ω → ∞. Furthermore the phase is increased by the
filter. Thus, with decreasing cut-off frequency fg the radius of the Nyquist curve decreases
faster, which stabilizes the system.

Figure 11 displays a locus plot of a voltage-type ITM with an impedance ratio of
RS > RHuT and LS > LHuT , which is unstable according to Section 3.2.2. The diagram is
extended by an additional dimension for angular frequency to visualize the effect of band
limitation with different cut-off frequencies fg. From the graph it can be obtained that with
fg < 1 kHz a stable PHiL can be achieved.

Thus, a LPF can guarantee a stable PHiL simulation even if the impedance ratio would
indicate instability, however, at the expense of simulation fidelity and accuracy [14,18]. The
design of the current feedback filter should therefore always be a compromise.
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Thus, a LPF can guarantee a stable PHiL simulation even if the impedance ratio would
indicate instability, however, at the expense of simulation fidelity and accuracy [14,18]. The
design of the current feedback filter should therefore always be a compromise.

3.2.5. Influence of the Power Amplifier

In the previous sections of this paper the influence of the power amplifier was con-
sidered as a single time delay. This is very common in literature [12,14]. However, as [11]
shows, this simplification results in deviations in comparison to real PHiL simulations. In
an ideal case the inverter would be invisible to the HuT. In practice, however, the amplifier
output filter as well as the control loop must be included into stability considerations.

Figure 11. Locus plot of FSF-ITM with different cut-off frequencies with the angular frequency as an
additional dimension.

3.2.5. Influence of the Power Amplifier

In the previous sections of this paper the influence of the power amplifier was con-
sidered as a single time delay. This is very common in literature [12,14]. However, as [11]
shows, this simplification results in deviations in comparison to real PHiL simulations. In
an ideal case the inverter would be invisible to the HuT. In practice, however, the amplifier
output filter as well as the control loop must be included into stability considerations.

In [4,32] a switching inverter is represented as a second order LPF with a time delay.
In the same way as FSF, the interfacing amplifier results in band limiting behavior, which
leads to an improvement in PHiL stability but also to a deterioration in accuracy.

The current sensors typically have considerably higher bandwidth than the amplifier
output filter and control loops and therefore can be neglected [32]. Linear amplifiers, in
contrast, provide significantly faster dynamics because converter control and output filters
are nearly dispensable. Therefore the transfer function is reduced to a time delay.

In accordance to Sections 3.2.1 and 3.2.2 the total loop delay Td does not influence
stability of PHiL with ITM without band limitation.

However, as soon as low-pass filters are applied a reduction of time delay leads to an increase
in phase of the locus plot. Thus, the curve terminates in the origin faster as Figure 12 displays.
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In Figure 13 the Nyquist curve in the right plot shows identical stability margin of an
ITM PHiL simulation with FSF. However, the blue line integrated FSF with a first-order LPF
with a cut-off frequency of fg = 10 kHz whereas the orange curve is plotted with a cut-off
frequency of fg = 2.12 kHz. The difference is due to the simulation step size, which leads
to a total loop delay of Ts = 125µs in the case of the blue line, respectively Ts = 590µs in
case of the orange curve.
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Consequently a reduction in the loop time delay Td, through a decrease in simulation
sample time or faster power amplifier dynamics, will lead to stability at higher filter cut-off
frequencies which in turn improves modeling accuracy.

4. Simulative and Experimental Stability Validation

In this section the findings of the theoretical stability analysis are applied to a PHiL
model, which is fully implemented in an offline emt-simulation in MATLAB Simulink™, to
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In Figure 13 the Nyquist curve in the right plot shows identical stability margin of an
ITM PHiL simulation with FSF. However, the blue line integrated FSF with a first-order LPF
with a cut-off frequency of fg = 10 kHz whereas the orange curve is plotted with a cut-off
frequency of fg = 2.12 kHz. The difference is due to the simulation step size, which leads
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to a total loop delay of Ts = 125µs in the case of the blue line, respectively Ts = 590µs in
case of the orange curve.
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Figure 13. Locus plot of voltage type ITM PHiL with different loop time delays and low pass cut
of frequencies.

Consequently a reduction in the loop time delay Td, through a decrease in simulation
sample time or faster power amplifier dynamics, will lead to stability at higher filter cut-off
frequencies which in turn improves modeling accuracy.

4. Simulative and Experimental Stability Validation

In this section the findings of the theoretical stability analysis are applied to a PHiL
model, which is fully implemented in an offline emt-simulation in MATLAB Simulink™, to
verify the theoretical analysis of PHiL stability from the previous section. Following the
simulative verification, an experimental validation is done through real PHiL simulations
in the Microgrid, Energy Storage and Power Hardware-in-the-Loop Laboratory in Section 4.2.

4.1. PHiL Circuit Offline Model

The PHiL circuit depicted in Figure 7 with voltage-type ITM is implemented as an
emt-model in MATLAB Simulink™ in the discrete z-plane. The implementation of the
model is shown in Figure 14.

Figure 14. MATLAB Simulink™ model for validation of the stability analysis.

The constant AC-voltage-source VS with voltage VS = 230 V ( fS = 50 Hz) supplies
the circuit at variable resistor RS, which can be adjusted during simulation, to examine
the stability limit. The impedance ZHuT represents the HuT. According to the voltage type
ITM a voltage source at the HuT-side represents an ideal power interface and the feedback
current controls a current source with high-resistance bypass branch. The additional
impedance in parallel is necessary for solving the equations, however, it can be set to
the range of MΩ which therefore has no influence for the purpose of this study [10]. A
transfer function Gamp represents the characteristics of the PI and the z−d is the total loop
delay. A low-pass filter GLPF for FSF can be integrated into the PHiL circuit. The MATLAB
Simulink™ model is discretized and simulated at a time step of Ta = 62.5µs in accordance
to the PHiL experiment in the following section. Simulation time step size of 50µs is
most common in the field of real time grid simulation [22,27,28]. However, the switching
amplifier is operated at 16 kHz, which results in a control time step of 62.5µs in this case.
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4.2. Experimental PHiL Stability Analysis

The analytic and simulative stability analysis from Section 3 is validated in the Mi-
crogrid, Energy Storage and Power Hardware-in-the-Loop Laboratory in collaboration with the
Real-Time Laboratory of the LEES. An experimental setup, according to Figure 7, will be
analyzed in this section with different PIs: a switching inverter and a linear inverter. The
limits of stable operation are measured and will be compared against the simulative and
the theoretical approach.

The virtual part of the PHiL circuit is implemented in RSCAD (RSCAD Software
Version 5.014.1, RTDS Technologies Inc., Winnipeg, Canada) (see Figure 15) for RTS on a
RTDS NovaCor™ real time simulator.

Figure 15. Virtual part of the PHiL simulation modeled in RSCAD.

Both the switching and the linear amplifier are interfaced with the RTS with optical
fiber AURORA communication. The HuT is a single phase resistive load with 1.85 kW
active power at cosϕ = 1. The resistance is therefore RHuT = 28.6 Ω.

4.2.1. Experimental Setup with Switching Amplifier

The switching PI is a 4QA from the manufacturer Triphase NV, Holsbeek, Belgium with
configuration: PM90I30PM12F120 with a rated power of 45 kVA at the HuT-side and
active grid feedback capability (see Figure 16a). The loop delay, that consists of RTS,
communication and the delays within the 4QA was measured to an average of 590µs.

(a) (b)

Figure 16. Four quadrant amplifiers applied in the experimental PHiL setup. (a) Switching amplifier;
(b) Linear amplifier.
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4.2.2. Experimental Setup with Linear Amplifier

For comparison, the setup with the linear inverter is identical, regarding the HuT
and RTS model. The linear amplifier is a 4QA of the manufacturer Spitzenberger & Spies,
Viechtach, Germany of type DM 15000/APS/PHIL (see Figure 16b). The three-phase system
consists of three synchronized single-phase APS 5000 amplifier modules as well as a resistor
load bank as power sink. The loop time delay of the linear amplifier has been measured to
approximately 125µs, which includes communication and RTS. The same resistive load
with RHuT = 28.6 Ω is connected as HuT.

4.3. Comparison

The findings of the theoretical stability analysis of Section 3 are applied to the PHiL of-
fline simulations and compared with the results of the practical validation in the following.

4.3.1. Ideal Power Interface

As a first approach, the influence of the power interface (PI) is neglected. An ideal PI
with a unity gain of one is assumed. In addition, no FSF is applied. Thus, direct coupling
of the RTS and the HuT side with time delay Td is achieved.

All experiments—simulative and real—in this section will be carried out with a
resistive load RHuT = 28.6 Ω. During simulation in MATLAB Simulink™ the variable
resistance RS is increased until instability of the PHiL simulation occurs. As indicated
in [6,18] instability in PHiL simulations appears as distortion and oscillation in the voltage
and current waveform. To determine the critical impedance ratio the resistance RS,lim is
determined when the PHiL simulation becomes unstable.

According to the NSC instability occurs when the impedance ratio exceeds one:
RS

RHuT
> 1.
Thus, the system gets unstable if the resistance within the virtual part exceeds

RS,lim = 28.6 Ω. However, within the offline emt-simulation in MATLAB Simulink™, as
it can be obtained from Figure 17, only at 31.7 Ω the sine waves signals of voltage and
currents are starting to get distorted which indicates instability.

0 1 2 3 4 5 6 7 8 9

·10−2

−10

−5

0

5

10

Time [sec]

I S
in

A

31

31.5

32

32.5

33

R
S

in
Ω

IHuT RS

Figure 17. Feedback current with rising RS until stability limit is reached.

4.3.2. Influence of Amplifier Characteristics

As depicted in Section 3.2.5, the switching amplifier can be represented by a second-
order transfer function and a time delay [32]. To characterize the switching amplifier, the
step response has been measured, which is shown in Figure 18. A step function VRTS
(0–230 V) has been applied within the RTS and is provided at the HuT by the 4QA. The
measured voltage at the amplifier terminals VHuT is fed back to the RTS. Both signals (the
step function and the measured voltage) have been recorded within the RTS with a sample
rate of 62.5µs.
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Figure 18. Step response of the switching inverter in comparison to the approximation.

To estimate the characteristics of the amplifier, the step response was approximated
with the transfer function of a second order low-pass including a time delay:

Gapprox.(s) = Gamp(s) + GTd(s) =
1

2.2× 10−7 s2 + 6.5× 10−4 s + 1
e−s×590µs (7)

The time delay of 590µs equals the total round trip delay Td of the PHiL simulation.
The value has been confirmed by further measurements.

One part of the time delay is caused by the control of the converter and measurement
delays, whereas another part by the communication and the discrete nature of the RTS.
However, since the individual time delays cannot be measured exactly, in this case, the
amplifier transfer function Gamp(s) and the total time delay GTd(s) are considered separately
in the following.

By application of the amplifier transfer function Gamp(s) the band limiting effect
of the low-pass characteristics leads to an improvement in PHiL stability. According to
NSC, the PHiL circuit can be determined unstable at a resistance ratio of RRTS

RHuT
> 1.57

(RS,lim = 44.97 Ω), which is significantly higher than without consideration of Gamp(s).
The offline emt-simulation in MATLAB Simulink™ indicated instability as RRTS

RHuT
>

1.72. The experimental PHiL simulation provides a smooth transition between stable and
critically stable operation. Therefore RS,lim, is rather a region than a discrete value. With
the switching amplifier this is the case at around 47–50 Ω which results in an impedance
ration of ≈1.7. Only at RS > 80 Ω the PHiL simulation is oscillating as strong as that the PI
turns in error mode due to overcurrent limitation.

For comparison the step response of the linear amplifier is shown in Figure 19. Note
the finer time resolution in comparison to Figure 18. According to the figure, the transfer
function can be reduced to a time delay of two simulation time steps 2 Ts.
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Figure 19. Step response of the linear amplifier.

For noise reduction and anti aliasing the linear amplifier is equipped with a LPF. The
filter is a first-order Butterworth low-pass with cut-off frequency fg = 1.0 MHz.

Applying Nyquist criterion this would lead to a theoretical ratio of 1.0138. Which is
only slightly above ideal interfacing due to the large value of fg. It should be noted that
without additional FSF no stable PHiL simulation could be achieved. A certain noise in the
feedback current signal leads to an oscillation during the experiment.
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4.3.3. Influence of Feedback Signal Filtering and Time Delay

Further stability improvement can be obtained by the application of a LPF to the
current feedback signal, as explained in Section 3.2. With a first-order LPF with fg = 1.0 kHz
stability of the circuit with the switching amplifier can be obtained, according to NSC, up to
RS,lim = 61.2 Ω. Whereas, RS,lim = 94.9 Ω with filter cut-off frequency fg = 0.5 kHz. This is
confirmed by the offline emt-simulation in MATLAB Simulink™ which indicated instability
as RS,lim > 68.1 Ω at fg = 1.0 kHz and RS,lim > 102.8 Ω at fg = 0.5 kHz, resp. A graphical
comparison of the results is shown in Figure 20.

Detailed data can be extracted from the Appendix A.
To validate the findings the respective LPF is implemented in the laboratory experi-

ment into the current feedback path within RSCAD.
With filter cut-off frequency fg = 1.0 kHz and fg = 0.5 kHz the current through

the HuT gets distorted at an impedance ratio of approximately 2.6 (≈73–77 Ω), and 4.4
(≈122–127 Ω), respectively.
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Figure 20. Impedance ratio as stability limit for analysis with a switching inverter.

With the linear inverter substantial extension of stable operation area can be realized
by FSF. A LPF with cut off-frequency of fg = 1.0 kHz increases the critical impedance
ratio to 13.13 according to NSC. The simulated ratio provides a comparable value of 14.18
whereas the experimental PHiL indicates instability at a ratio greater than 9.08. A graphical
comparison of the results with the linear amplifier is shown in Figure 21.

Detailed data can be extracted from the Appendix A.
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Figure 21. Impedance ratio as stability limit for analysis with a linear inverter.

For investigation of the influence of the loop delay on the power factor, an additional
time lag is implemented into the current feedback signal path of the setup with the switchin
amplifier. As already explained in Section 3.2.3, a time delay leads to a deviation in the
power factor within the RTS.

At minimal loop delay (Td = 590µs), a power factor of cosϕ = 0.986 occurs within the
RTS in spite of purely resistive RS and RHuT . In comparison, a power factor of cosϕ = 0.983
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can be calculated with Equation (5). Figure 22 compares calculated values of cosphi at
several loop time delays with the measured values in the experimental PHiL.

During the experiment, it could be demonstrated that even in case of phase shift of
180◦ stability is maintained whereas the power factor approaches cosϕ = −1.
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Figure 22. Relation between loop delay and cosphi in comparison between theory and practical
PHiL simulation.

5. PHiL for Grid Applications

A PHiL simulation enables the investigation of real physical equipment within simu-
lated electrical power systems as a very flexible and realistic environment.

In the previous sections of this paper, it has been demonstrated, that stability of a
PHiL simulation has to be studied carefully based on the ratio of ZS

ZHuT
, the loop delay and

limitations of bandwidth.
In [10] an impedance analyzer is described for a PV inverter which measures the

response of an inverter at a change in grid voltage. In most PHiL simulation applications,
however, the impedance of the HuT is not known exactly and, furthermore, it is changing
during the simulation. In addition, the HuT can have nonlinear characteristics, which is
the case with power electronic devices.

Thus, in the following, an application of a PHiL simulation will be presented to
demonstrate the mitigation of stability issues in practice.

The behavior of a three-phase four-wire low-voltage distribution feeder, similar to the
one in Figure 7a, which consist of a residential load and a PV system, shall be investigated.
For this reason, the utility grid is replaced by a real-time model for simulation with voltage
type ITM PHiL.

All parameters are listed in Table 1. According to the previous sections the impedance
ratio of ZRTS to ZHuT is crucial regarding stability. However, ZHuT , which is the total
impedance of the PV system in this case, cannot be determined exactly. Furthermore ZHuT
is nonlinear and changing during the experiment.

To ensure a stable operation during the whole experiment stability improvements
through FSF are implemented.

The household peak load (three-phase) in this example is assumed to be 5.6 kW at
cosϕ ≈ 1. Thus, the minimal impedance per phase equals ZHuT,min = 28.6 + j 0 Ω. The
rooftop PV system consists of a system with a conventional inverter with a rated power
of 7 kWp. At the begin of the experiment the PV system is still switched off. Due to the
resistive-inductive grid the PHiL simulation would be unstable according to Section 3.2.2
due to LHuT = 0 and therefore LS > LHuT . However, with the transfer function of
the switching inverter Gamp the circuit can be stabilized which can be validated during
the experiment.

After the begin of the experiment the PV system is switched on and starts to synchronize
with the grid. Although detailed characteristics of the PV inverter are not known, current
oscillations can be observed at the moment of synchronization which leads to instability.
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To guarantee a stable PHiL simulation, FSF is applied. The application of a first order
LPF with cut-off frequency of fg = 1 kHz grantees a stable PHiL simulation. Over the
whole operating range of the load and up to 4 kW PV active power (restricted by irradiation
during the test) no stability issues were observed.

Although stability is improved through FSF, simulation accuracy diminishes. Accord-
ing to Section 3.2.3 the additional phase shift induced by the LPF influences the power-factor
in the RTS. In this exemplary PHiL simulation Td = 590µs and the phase shift due to the
LPF at the fundamental frequency ( fs = 50 Hz) corresponds to 966µs. Thus, the total shift
between voltage in the RTS and the feedback current adds up to 1.56 ms. According to
Equation (5) the power factor of the resistive load is reduced to cosϕ = 0.88, which can be
confirmed by the experimental PHiL simulation (see Figure 22). A possible mitigation is
the introduction of an additional time delay of Tcomp = 0.01844 s. In Figure 23 the additional
time delay Tcomp is applied at a simulation time of two seconds. Thus, the phase between
the simulated voltage VRTS and the feedback current IS is reduced to zero. Power factor
correction through an additional time delay, however, reduces the accuracy of transient
events. Therefore [10] presents a filter with a compensator to mitigate phase delay. Another
mitigation would be the application of a linear inverter for PI. Due to reduced loop delay
with a linear amplifier, stability is guaranteed even if a LPF with higher cut-off frequency is
applied, which in turn minimizes power factor deviations.
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Figure 23. Power factor correction with an additional time delay

Table 1. Parameter of the PHiL application example.

Grid voltage (50 Hz) VS 0.4 kV
Grid impedance Zgrid 100 + j 6.3 mΩ
Load impedance ZL 28.6 + j 0 Ω

LPF cut-off frequency fg,FSF 1.0 kHz
PV system rated

power (three phase) PPV,n 7.0 kW

6. Discussion

The comparison of the experimental stability limits match the simulative and theo-
retical approach. The theoretical limits of Rs,lim estimated with NSC are systematically
lower than the values from the simulation in MATLAB Simulink™ due to the fact, that
NSC analyzes the whole frequency spectrum whereas the emt-simulation is restricted to
fs = 50 Hz. NSC therefore provides a rather pessimistic estimation. Furthermore the values
of Rs,lim from the laboratory experiment with the switching amplifier exceed the theoretical
and simulative results in most cases. This can be explained due to stabilizing features
which are included in the inverter control, e.g., harmonics compensation. Accordingly, the
resulting impedance ratio with the linear amplifier is lower than anticipated because there
is no additional stabilizing control. On the contrary disturbances occur in the laboratory
experiment which are not present in simulation.

A comparison of the results with both linear and switching amplifier clearly demon-
strates the advantage of reduced time delays and faster simulation time steps.
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In the context of this work, estimation of the amplifier transfer function with the
step response shows to be sufficient. However, further analysis could be done to improve
the knowledge on amplifier characteristics, e.g., frequency behavior and analysis with
increased resolution.

The analysis and explanations within this work have been restricted to the voltage
type ITM but can easily be extended to current type ITM and other IAs. In [15] both voltage
and current type ITM are presented.

Stability improvement with FSF has been demonstrated at the example of a first order
low-pass filter as an effective way of improving PHiL stability. However, at the expense
of simulation accuracy, as Section 4 could demonstrate, with good accordance between
theoretical approach and experimental results. Improved low-pass filter types can reduce
the power factor deviation. Ref. [10] presents a filter with a compensator to mitigate
phase delay.

The experimental verification of the findings from Section 3 has been restricted to a
resistive load in Section 4, given the limited frame of this paper, but will be extended to
complex impedances in future studies as well as an additional investigation of a nonlin-
ear HuT.

7. Conclusions

In this paper, a general analysis of PHiL stability based on Nyquist stability criterion
applied to the transfer function of a simplified circuit has been shown. To the major
influence factors: impedance ratio, time delay, amplifier characteristics and low-pass
filtering, special consideration is given. The findings have been applied to an offline model
of an exemplary PHiL simulation case, which was implemented in MATLAB Simulink™,
to investigate the margin of stable PHiL simulation. The modeling approach was validated
with an experimental PHiL setup using a linear and a switching amplifier as power interface
in comparison. Apart from a good correlation between theory, simulation and laboratory
experiment, the results demonstrate that even inherently unstable PHiL cases can be
stabilized with feedback signal filtering method with both, linear and switching inverters.
However, due to substantial lower loop delays, linear inverters require less intensive
stabilization which has a positive effect on simulation accuracy.
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Abbreviations
The following abbreviations are used in this manuscript:

4QA Four Quadrant Amplifier
BSS Battery Storage System
CHiL Control-Hardware-in-the-Loop
DIM Damping Impedance Model
DuT Device unter Test
emt Electro Magnetic Transient
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EUT Equipment under Test
FAU Friedrich-Alexander University of Erlangen-Nürnberg
FSF Feedback Signal Filtering
HIA Hardware Inductance Addition Method
HiL Hardware-in-the-Loop
HuT Hardware under Test
IA Interfacing Algorithm
ITM Ideal Transformer Model
LEES Institute of Electrical Energy Systems
LPF Low Pass Filter
MRP Multi-Rate Partitioning Method
NSC Nyquist Stability Criterion
OLTF Open Loop Transfer Function
PCC Point of Common Coupling
PCD Partial Circuit Duplication
PHiL Power Hardware-in-the-Loop
PI Power Interface
PV Phovoltaic
RTS Real Time Simulation
TFA Time-variant First-order Approximation
TLM Transmission Line Model

Appendix A. Quantitative Data on Stability Limits

Table A1. Comparison of critical impedance ratio with theoretical stability criterion, simulative
approach with offline-emt-model and practical PHiL simulation with the switching inverter.

Methodology Plain ITM Gamp, w/o Filter FSF 1.0 kHz FSF 0.5 kHz

NSC 1 1.57 2.14 3.32
Simulative approach 1.11 1.72 2.38 3.59
Experimental PHiL n.a. 1.7 2.6 4.4

Table A2. Comparison of critical impedance ratio with theoretical stability criterion, simulative
approach with offline-emt-model and practical PHiL simulation with the switching inverter.

Methodology Plain ITM Gamp
FCF

10.0 kHz
FCF

1.0 kHz
FCF

0.5 kHz

NSC 1 1.0138 1.957 13.19 25.73
Sim2 1.044 2.241 2.636 14.18 27.5

Exp. PHiL n.a. n.a 1.60 9.08 17.52
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