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Abstract: This paper focuses on the calibration problem using stereo camera images. Currently,
advanced vehicle systems such as smart cars and mobile robots require accurate and reliable vision
in order to detect obstacles and special marks around. Such modern vehicles can be equipped with
sensors and cameras together or separately. In this study, we propose new methodologies of stereo
camera calibration based on the correction of distortion and image rectification. Once the calibration
is complete, the validation of the corrections is presented followed by an evaluation of the calibration
process. Usually, the validation section is not jointly considered with the calibration in other studies.
However, the mass production of cameras widely uses the validation techniques in calibrations
owned by manufacturing businesses. Here, we aim to present a single process for the calibration and
validation of stereo cameras. The experiment results showed the disparity maps in comparison with
another study and proved that the proposed calibration methods can be efficient.

Keywords: camera calibration; stereo camera; calibration board

1. Introduction

Currently, many sensors are being utilized in vehicles to reduce or lighten collision
accidents. RADAR, single camera, and stereo camera sensors, in particular, are individually
occupied or infused to avoid a forward collision. In particular, camera sensors are often
applied to detect pedestrians, cars, traffic lights, signs, and other obstacles in the same way
as drivers on a road [1–3]. It is preferred that a stereo camera distinguishes obstacles with
ROI (Region of Interest) barriers as it uses sensor information and also includes distance
information. Thus, it is useful to detect pedestrians as it has fast computation processing
and vehicles using stereo camera are highly rated by the EURO NCAP (European New Car
Assessment Program) standard. Moreover, it has many advantages such as monitoring the
condition of the road surface (speed bumps, etc.), is appropriated in vehicle suspension
control, etc.

Pre-processing is important for using a stereo camera sensor. Each camera acquires
information on intrinsic parameters, extrinsic parameters, lens distortion coefficients, and
proceeds to the calibration process [4,5]. While expensive equipment is required to improve
the precision of calibration distortion, cheaper methods exist, such as using a circular
marker in a three-dimensional cube to extract parameter information [6] and obtaining
parameters based on different images from a two-dimensional checkerboard [7,8]. These
days, self-calibration is introduced for a stereo camera [9]. Among these, a calibration
method operating a plane checker is being widely expended, as shown by Zhang [8]. An
algorithm is supported as a MATLAB Toolbox type [10]. It removes parallax in the vertical
direction of images after the rectification process that aligns epipolar lines in calibrated left
and right images [11]. The parallax of the right image that reflects the left image is measured
using the rectified left and right images, and depth information is extracted [12,13].
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For the mass production of a stereo camera sensor, the results obtained from the
calibration process shall be numerically confirmed for the reduction defaults of the product.
It is necessary to block defaults in advance as long as one numerically checks the distortion
picture of a single camera image and the effect of image rectification on both cameras.

Even though numerous other methods exist, such as the use of photographs for certain
calibration processes [14] and deal with a different laser beam [10], it is essential to reduce
the process in the mass production of the component. Therefore, if the product assessment
process is carried out with the process of calibration, a separate process can be reduced,
which can lead to increase productivity. This study presents a method of modifying the
form of the existing calibration checkerboard, extracting all parameters during the camera
calibration process, and verifying defaults at the same time.

2. Related Work and Basic Theory

Camera calibration is a significant preprocessing task for using images. There are
various known methods for the pre-processing task such as the radial alignment con-
straint [15], infrastructure-based calibration [16], and traditional pattern-based calibration
algorithms [17], just to mention a few.

In the radial alignment construction technique, there is a 5-point pose estimator that
seeks unknown radio distortion and local length without any calibration. It estimates
a camera’s pose and parameters. There is also a way to automatically extract camera
parameters by adding information to images in 3D point clouds [18].

In the infrastructure-based calibration, the external calibration method is used through
SLAM (Simultaneous Localization and Mapping)-based feature point matching a multi-
camera system based on infrastructure. The infrastructure-based calibration method is also
used for extractions of single camera parameters and self-calibration during the operation
of stereo cameras [19,20].

The pattern-based calibration methods are studied in the form of checkboards [17],
AprilTags [21], geometry-based camera calibration [22] by arranging multiple patterns
simultaneously on images [23], and calibrating values of camera calibration using distance
sensors such as Lidar [24]. These methods estimate the camera’s internal and external pa-
rameters relatively accurately. However, one disadvantage of the pattern-based calibration
algorithm is the inconvenience of obtaining the acquired patterns throughout an entire
screen area by fisheye cameras. In addition, to do an estimation of the exact camera param-
eters requires the best close-range for improving the accuracy of the checker’s intersection
and critical points, but it is difficult to have focus due to the acquirement images.

These above-mentioned studies are related to the extraction of camera parameters.
However, the production process of the product requires process reduction, the accuracy of
camera calibration is similar to that of the conventional method. In this work, we proposed
a method to decrease production time by reducing the small process in manufacturing,
which has the result of significant gains in production and cost. As a result, the current
manufacturing process can diminish the steps in the calibration and validation at once.

Figure 1 shows how a stereo camera on a vehicle is typically built. The process begins
with assembling a single camera and finishes with checking the distance. It can be seen
that after the stereo camera assemblage, the internal and external parameters of images are
extracted for correction of distortions. In general, the distortion correction process is based
on a pinhole camera model to infer the lens distortion.



Electronics 2021, 10, 339 3 of 20
Electronics 2021, 10, x FOR PEER REVIEW 3 of 20 
 

 

 

Figure 1. The process of making a stereo camera. 

The principal of camera calibration is to analyze the conformity between an already 

defined three-dimensional dot and a two-dimensional projected dot [25]. The camera 

model is usually expressed like Equation (1): 

𝑤 ∙ [
𝑥
𝑦
1

] = 𝑘[𝑅 𝑡] ∙ [

𝑋
𝑌
𝑍
1

] (1) 

where the value 𝑤 expresses the scale factor of object and image, while [𝑅 𝑡] matrix de-

fines the rotation and translation relationship between camera and object using extrinsic 

parameters, and k matrix is the intrinsic parameters of the camera. 

Intrinsic parameters are defined in Equation (2). 𝑐𝑥 and 𝑐𝑦 are principal points, 𝑓𝑥 

and 𝑓𝑦 are focal lengths, and 𝛼 is the skew coefficient value between the x- and y-axis of 

the image plane, which is normally 0 in a digital camera. The dots on [𝑋 𝑌 𝑍] are po-

sitioned in the image plane [𝑥𝑛 𝑦𝑛] in a complete pinhole camera without distortion and 

can be expressed as Equation (3): 

𝑘 = [
𝑓𝑥 𝛼 𝑐𝑥

0 𝑓𝑦 𝑐𝑦

0 0 1

] (2) 

[
𝑥𝑛

𝑦𝑛
] =  ⌈

𝑓𝑥

𝑋

𝑍

𝑓𝑦

𝑋

𝑍

⌉ (3) 

If radial distortion is applied to [𝑥𝑛 𝑦𝑛] and r2 means the distance from the main 

point, it can be represented as Equation (4). The addition of tangential distortion is indi-

cated as Equation (5) [26]: 

[
𝑥𝑟𝑑

𝑦𝑟𝑑
] =  [

𝑥𝑛(1 + 𝑘1 ∗ 𝑟2 + 𝑘2 ∗ 𝑟4 + 𝑘3 ∗ 𝑟6

𝑦𝑛(1 + 𝑘1 ∗ 𝑟2 + 𝑘2 ∗ 𝑟4 + 𝑘3 ∗ 𝑟6
] (4) 

[
𝑥𝑡𝑑

𝑦𝑡𝑑
] =  [

𝑥𝑟𝑑 + [2𝑝1𝑦𝑛 + 𝑝2(𝑟2 + 2𝑥𝑛2)]

𝑦𝑟𝑑 + [𝑝1(𝑟2 + 2𝑦𝑛2) + 2𝑝2𝑥𝑛]
] (5) 

It can be described as Equation (6) if camera intrinsic parameters are considered [6]: 

[
𝑥𝑛

𝑦𝑛
] =  ⌈

𝑓𝑥(𝑥𝑡𝑑 + 𝑦𝑡𝑑)𝑎 + 𝑐𝑥

𝑓𝑦𝑦𝑡𝑑 + 𝑐𝑥
⌉. (6) 

Figure 1. The process of making a stereo camera.

The principal of camera calibration is to analyze the conformity between an already
defined three-dimensional dot and a two-dimensional projected dot [25]. The camera
model is usually expressed like Equation (1):
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where the value w expresses the scale factor of object and image, while [R t] matrix
defines the rotation and translation relationship between camera and object using extrinsic
parameters, and k matrix is the intrinsic parameters of the camera.

Intrinsic parameters are defined in Equation (2). cx and cy are principal points, fx
and fy are focal lengths, and α is the skew coefficient value between the x- and y-axis of
the image plane, which is normally 0 in a digital camera. The dots on

[
X Y Z

]
are

positioned in the image plane
[

xn yn
]

in a complete pinhole camera without distortion
and can be expressed as Equation (3):
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 (2)
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If radial distortion is applied to
[

xn yn
]

and r2 means the distance from the main
point, it can be represented as Equation (4). The addition of tangential distortion is indicated
as Equation (5) [26]:[

xrd
yrd

]
=

[
xn(1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6)
yn(1 + k1 ∗ r2 + k2 ∗ r4 + k3 ∗ r6)

]
(4)
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[
xtd
ytd

]
=

[
xrd +

[
2p1yn + p2

(
r2 + 2xn2

)]
yrd +

[
p1
(
r2 + 2yn2

)
+ 2p2xn

] ] (5)

It can be described as Equation (6) if camera intrinsic parameters are considered [6]:[
xn
yn

]
=

[
fx(xtd + ytd)a + cx

fyytd + cx

]
. (6)

Equation (1) eliminates the calculation of the Z part. Zhang’s Camera Calibration
Algorithm [6] was adapted to solve the parameters using a Direct Linear Transform. The
method of solving parameters using Zhang’s algorithm. Figure 2 shows the process of
solving parameters by using Zhang’s algorithm and also performing rectification.

Electronics 2021, 10, x FOR PEER REVIEW 4 of 20 
 

 

Equation (1) eliminates the calculation of the Z part. Zhang’s Camera Calibration Al-

gorithm [6] was adapted to solve the parameters using a Direct Linear Transform. The 

method of solving parameters using Zhang’s algorithm. Figure 2 shows the process of 

solving parameters by using Zhang’s algorithm and also performing rectification. 

 

Figure 2. The process from camera calibration to rectification using a checkerboard. 

When the image calibration is finished, the mass production process performs the 

validation steps. During the validation process, image acquisition must be performed 

again. 

3. Problems in the Existing Algorithms 

In this paper, a checkerboard is used, which is composed of white and black squares 

in a repetitive pattern. This type of checkerboard has the benefit of a simple and correct 

extraction of a feature point, as the feature point is designated in the area where the white 

and black boundaries are in contact [27]. However, since a large-sized checkerboard is 

used in the mass production process, a problem might occur in the rectification process 

during an automated calibration process, as shown in Figure 3. Due to minor mistakes 

that arose from the left and right sides during the assembling phase of the cameras, there 

might appear to be a small height difference. At this point, an error was noticed during 

the matching process of the feature point, as seen in Figure 3. The default can be confirmed 

after going through a separate process. 

 

Figure 3. Rectification error caused by a problem during the assembly process of the camera. 

Figure 2. The process from camera calibration to rectification using a checkerboard.

When the image calibration is finished, the mass production process performs the val-
idation steps. During the validation process, image acquisition must be performed again.

3. Problems in the Existing Algorithms

In this paper, a checkerboard is used, which is composed of white and black squares
in a repetitive pattern. This type of checkerboard has the benefit of a simple and correct
extraction of a feature point, as the feature point is designated in the area where the white
and black boundaries are in contact [27]. However, since a large-sized checkerboard is
used in the mass production process, a problem might occur in the rectification process
during an automated calibration process, as shown in Figure 3. Due to minor mistakes
that arose from the left and right sides during the assembling phase of the cameras, there
might appear to be a small height difference. At this point, an error was noticed during the
matching process of the feature point, as seen in Figure 3. The default can be confirmed
after going through a separate process.

In addition, since it is difficult to only use the checkerboard and estimate how much cal-
ibration is assumed and completed, a separate inspection process is required. A diamond-
shaped pattern is accumulated in the checkerboard to solve such a problem, where black
and white are repeated as displayed in Figure 4. Thus, this study presents a method of
simultaneously verifying distortion and rectification errors, during calibration.
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4. Solving Camera Calibration Techniques
4.1. Method of Detecting Squares and Diamonds in the Proposed Calibration Board

It is important to correctly identify the vertices in the proposed camera calibration
board where white and black squares of the same horizontal and vertical lengths are in
contact and use it as a camera’s calibration point. For this purpose, a method is proposed
to recognize a square. First, a square’s characteristic is that it has the same length on its
four sides and the same angle on its four corners. A binary image is generated using this
function and a segment is identified where the difference between left- and right-sided
pixel values is above a certain value. As exhibited in Figure 4, the squares on the calibration
board are composed of white and black. It is applicable to differentiate pixels over adjacent
squares that are often of a different color.

When a camera films the camera calibration screen, a camera-based 0 angle mistake
indicates that the board is not rotated at all. This is when the square on the camera
calibration board is expressed as a perfect square on the image taken. As indicated in
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Figure 5, all angles of the four corners are 90 degrees, which is characteristic of a square,
and the vertices of the square can be detected using this.
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The angle of the upper-left corner, which is the inclusive located angle between the
upper-right and lower-left corners, shall be measured in the region observed. Then, the
angle between the upper-left corner and bottom-right corner shall be calculated. As a result,
the angles of all four corners shall be calculated and confirmed as to whether they are
90 degrees. If all the angles are 90 degrees at this point, it shall be determined as a square
on the camera calibration board. With this method, the vertices of squares in the entire area
on the taken image shall be detected. However, the filming may be done while the camera
calibration board is not tilted at all. If a rotation has only occurred on a single axis among x,
y, or z, in a three-dimensional environment, as shown in Figure 6a,b, a phenomena occurs
when a distortion occurs on the x and y axes. This is distorted in the form of a rectangular
shape due to different lengths of the horizontal and vertical axes, and Figure 6c shows
the distortion of the angle to the z-axis, resulting in a tilted square resulting in a different
reference line for estimating the angle of the square.
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As revealed in Figure 7, not all angles of a square are 90 degrees if a rotation occurs
on at least two axes. In this case, all angles of the square vary depending on the rotation
axis and angle, and it becomes a simple square. The included angles are calculated using
the outermost points in the area where the vertices are recognized. Then, if the dots are
observed to have angles summed up as 360 degrees, it is calculated as a square using the
adjacent outermost lines.
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Figure 7. The vertices of squares on the camera calibration board when an angle error occurs on at
least two axes.

However, with many errors found in photographs taken in warehouses (factories),
it is inadequate to evaluate it as a square by only using angles. Since there are many
square-shaped product boxes and structures in factories, all of these objects become errors.

Next is a method of detecting diamonds on the camera calibration board. Although
the shape of a diamond is a square that is rotated, because it has different side lengths
than a square and its angles change based on the degree of rotation, its vertices cannot
be detected accurately by only using the method of detecting squares. Figure 8 unveils
a group of areas where squares are located. Since squares are located repetitively and
disappear where diamonds exist, there is a high possibility that diamonds exist in gaps
between the areas with squares. On a diamond basis, the check pattern is divided into
Group 1 and Group 2. Matching points are extracted for each group.
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Figure 8. Division of areas where squares exist.

The areas with a high chance of the existence of diamonds are set as ROI (Region of
Interest). A diamond is a figure made with segments that are tilted at 45 degrees. Data
with a similar form to the equation are searched using the equation of lines at 45 degrees
and −45 degrees on the horizontal axis, and the parts that are outermost of these data are
extracted. The diamonds used in the camera calibration board are black colored inside and
all internal data is detected. Thus, from the detected data, the outermost angle data is used.
At this point, intersection points are calculated using the outermost angle data which is
extracted by the equation and these points are selected as vertices of the diamond.
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4.2. Method of Verifying Distortion Calibration on the Proposed Calibration Board

Using vertices of the squares that are detected in Figure 8, the camera calibration
is performed by Zhang’s algorithm among other camera calibration algorithms and the
calculated camera parameters are used to perform a distortion calibration in the image. To
check if the distortion calibration is well performed in the calibrated image, two methods
are used.

The first method is to check whether vertices of other diamonds are located on a
horizontal line that connects the leftmost and rightmost vertex of a diamond on the board.
As shown in Figure 9, since diamonds on the board have the same size and are all parallel
to each other, the upper vertex of diamonds that are located inside exist above the line that
connects the vertex of diamonds located on the outermost.
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Figure 9. A segment using a vertex of diamonds.

Using this, if the vertex of diamonds positioned inside is located on the red line
that connects the outer vertex of diamonds, the distortion calibration is determined to be
performed well. If an error occurs, it is determined that there was an error in the number
of pixels. As presented in Figure 10, the horizontal length of squares and diamonds is the
same. If a line is made on the same vertical axis using the vertex of squares, it often goes
through the vertex of diamonds.
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Figure 10. Verification using vertical segments of squares.

The second method of verification uses the method of diamond line verification to
match images captured on the same epipolar line from both cameras and rectify the two
images. These rectified images are then located in the same epipolar line, as shown in
Figure 11. Using the line that connects the vertex of diamonds on the image, the degree of
alignment of lines generated on the two images is confirmed. If the line is off-angle (out
of angle), the angle of distortion calibration and the error of position can be checked after
examining the slopes and positions of the three-line pairs produced in the image.
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Figure 11. Two rectified images, epipolar line, and diamond segments.

5. Experiment
5.1. Experiment Environment

The stereo camera e-Intelligence production, which is an advanced driver assistant
system corporation, was utilized for the camera used in the experiment (Figure 12). This is
a camera with an Aptina™ AP0100 ISP (ON Semiconductor®, Phoenix, AZ, USA) applied
to Aptina™ AT0132 CMOS (ON Semiconductor®, Phoenix, AZ, USA), and has a resolution
of 1280 × 720. A board that can process results of Xilinx Virtex-7 FPGA (Xilinx, San Jose,
CA, USA)and Depth Map in real-time. Additionally, the camera module is equipped with
DS90UB913A (TI, Dallas, TX, USA), and the FPGA board is assembled with DS90UB914A
(TI, Dallas, TX, USA) which transmits videos with LVDS communication. Since it is fitted
with a video capture board WITH ROBOT for confirming videos at input and output
terminals, a system that could perform real-time monitoring with USB 3.0 was used. The
distance between the lenses of the two cameras is 300 mm.
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Figure 12. Stereo camera used in the experiment.

In order to use Zhang’s algorithm, the stereo camera was posed in 25 positions
from the left and right sides in order to take images of the checkerboard. The proposed
calibration board was also photographed at 0.1 m intervals between 1.5 m and 2.5 m
distances. After obtaining about 200 images from the left and right sides for each step
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distance, calibration was performed using a total of 22 images, one for each distance.
Figure 13 shows image acquisition.
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Figure 13. Stereo camera calibration using Zhang’s algorithm (left), and stereo camera calibration using the proposed
calibration board (right).

5.2. Detection of Vertex of Squares and Diamonds

The camera calibration board used in the experiment as shown in Figure 14. It consists
of two 5 × 18 groups consisting of white and black squares and 18 diamonds between two
squares. The vertex of squares shall be detected to perform camera calibration. Square
groups above and below the diamond in Figure 9 shall be determined, and it is ascertained
by using the square detecting algorithm of Section 4.1.
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Figure 14. Proposed calibration board used in the experiment.

Figure 15 displays that by a broad weight value, the data is modified to be closely
contrasted for the correct identification of white and black figures in the picture. Then,
the area where white comes in after black is set, and if this pattern is repeated over a
certain time, it is set as an area with squares. Once the area with squares is set, the angle is
calculated by using the outermost point of the boundary area between white and black.
After calculating the angle, the vertex of squares is found. By detecting squares on the
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camera calibration board used in Figure 13, the result of detecting the vertex is indicated.
Camera calibration is proceeded with the detected result by using dots on the camera
calibration board.
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Figure 15. Detection of the square vertex on the proposed calibration board.

Table 1 shows the camera’s parameters which are assumed by using camera calibration
and is carried out in both the checkerboard, which is usually used for general camera
calibration and the proposed calibration board. It can be seen that even if the diamond
pattern is added to the camera calibration board, it shows no large errors in calculating the
camera parameters.

Table 1. Camera parameters using normal checkerboard and the proposed calibration board.

Camera Parameters Using Normal
Calibration Board Values Camera Parameters Using Proposed

Calibration Board Values

Camera 1 Focal Length 2412.7, 2396.8 Camera 1 Focal Length 2073.3, 2067.9
Camera 1 Principal Point 597.43, 386.15 Camera 1 Principal Point 592.529, 390.279

Camera 1 Radial Distortion −0.2534, 0.9139 Camera 1 Radial Distortion −0.3626, 1.5353
Camera 1 Tangential Distortion −0.008, 0.00006 Camera 1 Tangential Distortion −0.0076, 0.00221

Camera 2 Focal Length 2448.6, 2435.1 Camera 2 Focal Length 2762.4, 2755.3
Camera 2 Principal Point 607.87, 454.44 Camera 2 Principal Point 555.73, 400.17

Camera 2 Radial Distortion −0.1971, 0.2698 Camera 2 Radial Distortion −0.4103, 3.9991
Camera 2 Tangential Distortion −0.0026, −0.003 Camera 2 Tangential Distortion −0.0096, −0.0533

This shows both the effects of the camera calibration using the normal white and
black square camera calibration board and the camera calibration board with the inserted
diamond pattern.

The distortion calibration is performed on the image by using the calculated camera
parameters. Figure 16 shows the distortion correction that is calculated by the proposed
method using the camera parameters illustrated in Table 1. Figure 16a,c shows the results
of the distorted correction using Zhang’s algorithm, and Figure 16b,d depict the distorted
correction using the proposed algorithm.
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Figure 16. The results of the checkboard calibration of distortions: (a) Image corrected for distortion using Zhang’s
algorithm, (b) image corrected using the proposed algorithm, (c) image corrected for distortion using Zhang’s algorithm,
and (d) image corrected using the proposed algorithm.

As asserted in Figure 17, the center of the square group is set as the diamond area
because diamonds are located in the center of the square pattern. However, if the square
area is generated incompletely, the widest area between squares is set as the diamond
area and set as ROI. In the set ROI area, segments are made using the vertex of outermost
diamonds and confirm whether the remaining vertex is on the segments.
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Figure 17. ROI (Region of Interest) of the area where diamonds exist (left), Image segmentation to extract diamond
vertices (right).

As presented in Figure 18, three lines are made based on the horizontal axis and
confirm whether each vertex is on the line, with the difference between the line and vertices
set as an error.
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Figure 18. Diamond vertices extracted from the image (top), Straight line connecting diamond
vertices (bottom).

Table 2 shows the error indicated on each line and vertices. Moreover, there is a check
to see if the diamond vertex is positioned on a line made using the vertical axis of the
squares, as seen in Figure 19. Since squares and diamonds are located parallel to each
other on the camera calibration board, the vertical line of squares and locations of diamond
vertex shall be consistent.

Table 2. The average error of pixel on vertices of each line by using diamonds.

Line Average Error

Line 1 3
Line 2 4
Line 3 4
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Figure 19. The vertex of diamonds located on vertical lines of squares.

The difference between the line that connected vertical lines of squares and the vertex
of diamonds are shown as calibration errors. Table 3 depicts pixel error between vertical
lines of squares and diamonds.

Table 3. Vertical lines of squares, the vertex of diamonds, and error.

Line Average Error Line Average Error Line Average Error

Line 1 3 Line 7 3 Line 13 3
Line 2 4 Line 8 4 Line 14 3
Line 3 3 Line 9 4 Line 15 3
Line 4 3 Line 10 4 Line 16 2
Line 5 3 Line 11 3 Line 17 3
Line 6 2 Line 12 3 Line 18 3

To confirm the distortion calibration error of the two images, the line error is con-
firmed using the diamond vertex from the rectified image. If the image is rectified accu-
rately, the horizontal axis of the image aligns equally. Thus, the lines that connect diamonds
in the two images shall be parallel to each other, or consistent. Figure 20 exhibits the lines
that connect the diamond vertex on the image, which calibrated and rectified two images
that are taken in the same location simultaneously. Calibration error can be confirmed by
checking whether the three connected pair lines are compatible.

Figure 21 shows how much of the diamond vertex is on top of the line that is attached
to the diamond vertex is proven in each non-calibrated and calibrated image, and each
error is affirmed. The error of the vertex and lines in the non-calibrated image, as well as
in the calibrated image, is indicated as the values in Table 4. The distortion calibration
discloses that the error between the lines that connected diamonds and vertex is reduced,
and it is possible to determine that the distortion calibration is performed well. Based on
this data, it is possible to verify how accurately the distortion calibration is performed.
Table 4 expresses the errors that occurred before and after the distortion calibration, using
the calibration board in the experiment.
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Figure 20. Lines that connect the diamond vertex on the rectified image.
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Figure 21. The error between lines and vertex of diamonds based on distortion calibration: (a) Rectify of the original image,
(b) rectify of the calibrated image, (c) lines that are made using diamonds on the original image, and (d) lines that are made
using diamonds on the calibrated image.
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Table 4. The error between lines using diamonds and vertex before and after distortion calibration.

Original Image-Line Average Error Undistorted Image-Line Average Error

Line 1 8 Line 1 3
Line 2 10 Line 2 4
Line 3 8 Line 3 4

In the final experiment, we applied the camera parameters, which were obtained
using Zhang’s algorithm and the proposed algorithm, for generating and comparing the
disparity maps and depth maps. It can be seen in Figure 22, the images of the test object
were taken every 0.1 m for each image starting from 1.5 m to 2.7 m distances for algorithm
evaluation. Based on the images, the disparity maps and the depth maps were generated
in Figures 23 and 24, respectively.

In Figure 25, the results of the two algorithms were compared using the generated
depth map. The analysis of the results in Figure 25 shows that the targeted valida-
tion process can be performed together with the camera calibration process to produce
similar results.
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6. Conclusions

Calibration using a stereo camera was carried by extracting vertex of squares, regard-
ing a checkerboard composed of white and black squares. Since there is no verification
method for the current camera calibration algorithm, it was utilized under the assumption
that the calibration was performed well.

Camera calibration is a pre-processing work, which is used in all fields. It is an
algorithm that calibrates distortions by assuming errors of the image sensor in cameras and
lens parameters, and an essential algorithm for deriving accurate image processing results.

The algorithm proposed in this paper verified how accurately distortion calibration is
innovated when images are calibrated using parameters that are assumed using a camera
calibration algorithm. Since the existing algorithm has no method of identifying how
accurately image distortion is calibrated, an algorithm for evaluating the accuracy is not
being used. In particular, in the case of cameras used in products during the manufacturing
process, it is necessary to perform camera calibration during the manufacturing process
and identify whether the camera calibration is accomplished during the inspection process.
Currently, a large number of stereo cameras are used in vehicles or on products with
cameras installed. This study proposed a new type of camera calibration board to verify
the distortion calibration of images, using camera parameters assumed by the correlation
between two cameras. It used a board which added a diamond pattern to the existing
checkerboard. Using the lines connected diamond vertex in the calibrated image, the
rectilinearity of the board in the image was confirmed, errors of diamond vertex were
magnified by connecting vertical lines of squares, and the accuracy of distortion calibration
was verified. The level of distortion calibration could be checked by comparing pixel
errors between the calibration of distortion using the proposed board and the verification
algorithm and when calibration is not performed. Through a verification of distortion
calibration, it is possible to assure whether camera calibration was assumed precisely and if
not, then other methods such as moving the filming location of camera calibration could be
used. For future studies, we are planning to experiment by adding another type of board
for camera calibration and study an algorithm that can precisely recognize various types
of patterns.
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