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Abstract: In this paper, we designed a beacon-based hybrid routing protocol to adapt to the new
forms of intelligent warfare, accelerate the application of unmanned vehicles in the military field, and
solve the problems such as high maintenance cost, path failure, and repeated routing pathfinding
in large-scale unmanned vehicle network communications for new battlefields. This protocol used
the periodic broadcast pulses initiated by the beacon nodes to provide synchronization and routing
to the network and established a spanning tree through which the nodes communicated with each
other. An NS3 platform was used to build a dynamic simulation environment of service data to
evaluate the network performance. The results showed that when it was used in a range of 5 ~ 35
communication links, the beacon-based routing protocol’s PDR was approximately 10% higher than
that of AODV routing protocol. At 5 ~ 50 communication links, the result was approximately 20%
higher than the DSDV routing protocol. The routing load was not related to the number of nodes
and communication link data and the protocol had better performance than traditional AODV and
DSDV routing protocol, which reduced the cost of the routing protocol and effectively improved the
stability and reliability of the network. The protocol we designed is more suitable for the scenarios of
large-scale unmanned vehicle network communication in the future AI battlefield.

Keywords: communication technology; beacon; large-scale; unmanned vehicle; ad hoc network;
hybrid routing protocol

1. Introduction

A modern battlefield considers large-scale unmanned vehicle network (LUVN) opera-
tions, with a single unmanned vehicle (UV) as the basic task unit. That is, the individual
low intelligence is coupled into swarm intelligence, which could execute wide area target
searches, target continuous mission coverage, and perform other complex tasks that could
not be achieved with traditional vehicles [1]. An unmanned vehicle network (UVN) is a
cluster network composed of multiple UV communication systems in which the vehicle
is capable of information sharing and dynamic allocation. In large-scale specific applica-
tion scenarios, the network could stably and reliably execute information interaction [2,3].
Instructions for UVs and information exchange among them mainly rely on wireless net-
works. Considering LUVN communication in future military applications, it is particularly
important to design a network routing protocol that can satisfy the requirements of a
large-scale network of 100 or more nodes while maintaining good network performance
with the topology of the network changing rapidly. Figure 1 illustrates the scheme diagram
of LUVN.
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higher efficiency according to the differences obtained by simulation. Literature [8] intro-
duced a clustering algorithm into the DSDV protocol and modified the criterion of link 
quality in the protocol so as to improve the network throughput. However, this method 
still used the method of flooding in the process of maintenance and path discovery, and 
the problems of transmission delay were not solved. Another study [9] adopted the fre-
quency-based policy to maintain routing to improve the AODV protocol, which effec-
tively reduced the transmission delay of the protocol. Literature [10] used ant colony al-
gorithm to discover paths, which solved the single path problem in AODV protocol and 
improved the network stability. Literature [11] modified the AODV routing protocols to 
reduce the number of route request (RREQ) and route reply (RREP) messages by adding 
direction parameters and two-step filtering. The two-step filtering process reduced the 
number of RREQ and RREP packets, reduced the packet overhead, and helped select the 
stable route. Literature [12] improved the MPR algorithm of the OLSR protocol and se-
lected the MPR path to the left or right of the source node according to the destination 
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put. Literature [13] proposed a service-based multipath routing protocol; this protocol 
was based on the quality of service (QoS) requirements of various services, considering 
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Currently, according to the network routing discovery policy, there are active routes,
on-demand routes, and hybrid routes [4]. In the active routing protocol, all nodes maintain
network topology information. Whether or not the network topology changes, its updated
information will be transmitted throughout the entire network. In addition, the active
routing protocol would generate a large amount of control overhead in the network, which
consumes more bandwidth resources in the data transmission process. The nodes of an
on-demand routing protocol trigger the path search process only when there is demand for
service data. Route maintenance is executed on demand in the process of data transmission,
that is, once the demand of service data stops, route maintenance will also be terminated,
and the control cost can be reduced to some extent [5]. With the application of traditional
protocols such as destination sequence distance vector (DSDV) and ad hoc on-demand
distance vector (AODV) routing protocols in more scenarios, more obvious problems
are exposed, mainly in the network overhead of active routing protocols and the long
end-to-end transmission delay of data packets of on-demand routing protocols [6]. These
problems are not suitable for LUVN scenarios.

In network routing protocols, literature [7] comprehensively analyzed and simulated
typical AODV, DSDV, and OLSR protocols, but has not proposed a routing protocol with
higher efficiency according to the differences obtained by simulation. Literature [8] intro-
duced a clustering algorithm into the DSDV protocol and modified the criterion of link
quality in the protocol so as to improve the network throughput. However, this method
still used the method of flooding in the process of maintenance and path discovery, and the
problems of transmission delay were not solved. Another study [9] adopted the frequency-
based policy to maintain routing to improve the AODV protocol, which effectively reduced
the transmission delay of the protocol. Literature [10] used ant colony algorithm to discover
paths, which solved the single path problem in AODV protocol and improved the network
stability. Literature [11] modified the AODV routing protocols to reduce the number of
route request (RREQ) and route reply (RREP) messages by adding direction parameters and
two-step filtering. The two-step filtering process reduced the number of RREQ and RREP
packets, reduced the packet overhead, and helped select the stable route. Literature [12]
improved the MPR algorithm of the OLSR protocol and selected the MPR path to the left
or right of the source node according to the destination node location, so as to reduce
the network overhead and improve the network throughput. Literature [13] proposed a
service-based multipath routing protocol; this protocol was based on the quality of service
(QoS) requirements of various services, considering hop count, average connection, and
minimum bandwidth as comprehensive reference conditions, and the optimal path based
on the QoS requirements of this service was selected.

The routing protocols in the above studies mainly reduced the routing cost to a certain
extent. However, the broadcast mode was used to discover routes and maintain routing
tables. As the number of network nodes increased, the network maintenance load increased
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exponentially. Therefore, it was difficult to support large-scale networks. In the multi-
unmanned vehicle network, with each unmanned vehicle as a node, the task required
strong mobility performance, resulting in the network topology changing dramatically. The
node moving speed was fast, therefore data transmission had strong interference, and the
communication link stability and reliability were low. As shown in Figure 2, the original
0-1-2-3 path was interrupted due to node movement and a new 0-4-3 path was generated.
However, the routing protocol in the above literature could not actively perceive the change
of routing path. When the path failed, the failed path was still used for communication or
repeated routing path finding, which eventually led to data loss and seriously affected the
communication quality.
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Based on the above analysis, a more efficient beacon-based hybrid routing protocol
was proposed for the LUVN scenarios. In this protocol, a periodic beacon pulse was used
to actively discover and maintain the path tree of the node, and the path was built from the
source node to the destination on demand. At the same time, active paths were maintained
under the guidance of periodic beacon pulses, so as to reduce the cost of routing protocols
and improve the stability and reliability of routing network paths. An NS3 platform
was used to build a dynamic service data simulation environment to verify the network
performance. The simulation results showed that this protocol can solve the problems of
path failure, repeated path finding, and excessive cost in route maintenance when using
traditional AODV and DSDV routing protocols, which effectively improved the stability
and reliability of the network. The protocol was more suitable for future AI battlefield
LUVN scenarios.

The major contributions of this paper follow:

• In this protocol, a periodic beacon pulse was used to actively discover and maintain the
path tree of the node, and the path was built from the source node to the destination
on demand, which reduced the cost of routing protocols.

• Active paths were maintained under the guidance of periodic beacon pulses, so as to
improve the stability and reliability of routing network paths.

• In the beacon-based hybrid routing protocol for LUVAN, a pulse cycle was the basic
unit. A pulse cycle was divided into four phases, each of which was executed in a
fixed time and the cost controlled by the routing protocol was only related to the time
allocated in the first three phases.

This paper is organized as follows:



Electronics 2021, 10, 3129 4 of 13

• In Section 1, the implementation method of beacon-based hybrid routing protocol is
introduced.

• In Section 2, the effectiveness of beacon-based hybrid routing protocol is analyzed.
• In Section 3, an NS3 network simulation platform is used to compare and ana-

lyze the performance of beacon-based hybrid routing protocol, DSDV protocol and
AODV protocol.

• Finally, the conclusion of this paper is in Section 4.

2. Beacon-Based Multi-Agent Network Hybrid Routing Algorithm

In a beacon-based hybrid routing protocol for a large-scale unmanned vehicle ad hoc
network (LUVAN), the beacon node was the control center of the whole network; other
nodes in the network took the pulse message sent by the beacon node as the time origin of
the routing operation and established the optimal path tree to the beacon node. According
to the optimal path tree, path discovery and maintenance and data transmission services
were then completed.

2.1. Pulse Message

In the beacon-based hybrid routing protocol for LUVAN, a pulse cycle was the basic
unit. As shown in Figure 3, a pulse cycle was divided into four phases, each of which was
executed in a fixed time and the cost controlled by the routing protocol was only related to
the time allocated in the first three phases.
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Power on Reset (POR): In order to avoid the time error of different nodes, nodes can
start receiving in advance and wait for receiving pulse messages.

Pulse Propagation: Pulse node periodically broadcasted pulse messages, other nodes
received pulse messages and established the optimal path tree (OPT) to the pulse node.

Pulse Reply: For the routing request node, after receiving the pulse message, it would
reply to the message in the form of unicast pulse along the OPT to the pulse node and
request the path to the pulse node.

Data Sending: After the optimal path from pulse node to the destination node was
established, the pulse node sent data along the OPT and sent the data to the destination
node through forwarding to the nodes along the OPT.

In the beacon-based routing protocol, the non-beacon node would actively maintain
the OPT pointing to the beacon node and establish the path to the destination node through
the OPT.

When the non-beacon nodes received the pulse messages sent by the beacon node,
they would create an OPT from non-beacon nodes to the beacon node. Because the beacon
node sent pulse messages periodically, the non-beacon nodes could maintain an OPT to
the beacon node in real time to ensure the real-time effectiveness of the OPT.
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The beacon node sent pulse messages in a fixed period. Pulse messages included time
information for time synchronization of non-beacon nodes.

The non-beacon node determined the time of the next POR state according to the
pulse interval received last time and entered the receiving state at the specified time while
remaining in the inactive state at other times. This node could enter the hibernation state
to save power.

After receiving the pulse message, the non-beacon node would judge it according to
the serial number and link metric of the pulse message. When the pulse number was the
latest or the pulse number was the same as the stored pulse number but the link measure
was small, the path was saved and the pulse message was forwarded at the same time. At
this time, the node would establish an optimal path data to reach the beacon node.

After the beacon node sent a pulse message, all nodes in the network would create a
path tree to the beacon source node, as shown in Figure 4.
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2.2. Path Discovery and Maintenance
2.2.1. Path Discovery

When the data node had a data sending request, if there was no routing path to the
destination node, the path establishment process as shown in Algorithms 1 and 2.

Algorithm 1. Source node path request process.

1 Tp: Pulse Propagation time
2 Tr:Pluse Reply time
3 Td:Data Sending time
4 If T > Tp and T < Tr
5 Source node send a pulse reply message along the OPT.
6 OPT node unicast reply message.
7 Elif T > Tr and T < Td
8 Source node send data along the path tree.
9 Else
10 Wait until the time reaches Tr.
11 End if
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Algorithm 2. Beacon node path request process.

1 Pt: Path information table
2 Pd: Path to the destination address
3 Tp: Pulse Propagation time
4 Becaon node received the pulse reply message:
5 If Pd is in Pt:
6 Becaon node created a reverse path to the source node.
7 Else:
8 Becaon node created a reverse path to the source node.
9 If T < Tp:
10 Becaon node send a pulse message with the destination address.
11
12 Else:
13 Wait until next pulse cycle.
14 End if
15 End if

(1) Path creation process of data node:
1© The node judged whether it was in the pulse reply state. If it was, it would send

the pulse reply along the OPT, reaching the beacon node.
2© If it was not in the pulse reply state, the node then judged whether it was in the

data transmission state. If it was, data would be sent directly along the OPT reaching the
beacon node. If not, it would wait until the data sending state.

(2) Node of OPT:
1© The node in the OPT would create a reverse path to the source node after receiv-

ing the pulse reply message with the destination address, as shown in red arrows 6–7
in Figure 5a.
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2© The node in the OPT forwarded the pulse reply message with the destination
address until it reached the beacon node.

(3) 1-hop node around the OPT:
When 1-hop node around the OPT received a pulse reply message with the destination

address, a reverse path to the source node was established, as shown in the blue arrows
5-6-7 and 8-7 in Figure 5a.

The 1-hop node around the OPT did not forward the pulse reply message to avoid
unnecessary routing cost.

(4) Beacon node:
1© After the beacon node received a pulse reply request from the source node, a reverse

path to the source node would be created, as shown by the red arrow 1-6-7 in Figure 5a.
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2© The beacon node judged if there was a path to the destination node. If not, it
would send a pulse message with the destination address in the next pulse cycle for path
addressing.

Subsequently, the beacon node, the source nodes in the OPT from the source node to
the beacon source node, and the 1-hop nodes around the OPT would all create a reverse
path to the source node.

When the destination node received the pulse message with the destination address,
the node would send the pulse reply message to the beacon node along the OPT pointing
to the beacon source node. The process for each type of node is illustrated Algorithm 1
and Algorithm 2. After the message reached the beacon node, the path 1-9-10-11 from the
beacon node to the destination node as shown in Figure 5b was established. Node 8 around
the path tree established reverse paths from 8 to 11 to the destination node.

2.2.2. Optimal Path Creation

As shown in Figure 5b, the source node would send data to the destination node
along the newly established path tree. The initial possible path was 7-6-9-10-11, which was
obviously not the optimal path.

During the path creation process, 1-hop nodes (nodes 5 and 8) of the path tree would
monitor the pulse reply message sent by the source node and the destination node. If the
node found a fast path existed, it would send a message to the corresponding node and
declared that a fast path existed. The optimal path 7-8-11 shown in the purple arrow in
Figure 5b would then be created.

The source node and destination node would actively respond to the pulse message
broadcast by the beacon node to ensure the real-time validity of the communication link.
The non-source node and destination node would not respond to the pulse message to
reduce the route cost.

2.3. Beacon-Based Hybrid Routing Protocol

In active DSDV, the cost of maintaining N paths per node is O (N). The maintenance
cost of each link is O (N/T), where N is the number of nodes and T is the lifetime of a link.
Therefore, the total cost of maintaining links for N nodes in the network is O (N2/T).

In on-demand routing protocols, such as AODV and dynamic source routing (DSR),
the routing cost is reduced by maintaining active links on demand; the cost of maintaining
active links for N nodes is O (NF), where F is the number of active links on each node.
However, the on-demand routing protocol still uses the method of flooding in the process
of path transmission, and the broadcast cost of node flooding is O (N). Therefore, the total
number of maintenance links of N nodes in the network is O (FN2/T).

The beacon-based hybrid routing protocol uses single path tree to discover and
maintain links; only the beacon node in the network periodically send a flooding. Therefore,
the maintenance cost of the link is O(N/T), and T is the pulse period of the beacon-based
protocol.

In active and on-demand routing protocols, when the number of nodes increases in a
large scale, the cost of routing protocols increases exponentially, which is not suitable for
large-scale networking scenarios. The beacon-based routing protocol uses the single path
tree method to effectively solve the problem of flooding in the network. The routing cost
and the number of nodes increase linearly, which reduces the cost of network maintenance.

3. Results
3.1. Simulation Environment

The NS3 simulation platform was used to build a dynamic simulation environment
of service data to evaluate the routing protocol we designed. The MAC layer in the NS3
simulation environment uses the IEEE802.11 standard. Table 1 shows the basic simulation
parameters. Table 2 shows the beacon-based hybrid routing protocol parameters.
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Table 1. Simulation parameters.

Parameters Values

Number of nodes 50
Bandwidths (Mbps) 5

Cover range (m2) 1000 × 1000
Data package (Byte) 512

Active link data 5, 10, 15, 20, 25, 30, 35, 40, 45, 50
Communication speed rate/Kbps 10

Simulation time (s) 180
communication start time/s 80

Link active time (s) 10
Node velocity (m·s−1) 5

Pulse cycle (s) 1.5

Table 2. Protocol parameters.

Parameter Value

Pulse cycle/sec 1.5
POR/msec 10

Pulse Propagation/msec 70
Pulse Reply/msec 70
Data Sending/sec 1.35

In this simulation, in order to verify the performance of multi-node concurrent network
communication, the node access time is limited. The node access time is required to be
randomly selected between simulation start time (communication start time/s) and active
link data. That is, the network access time in this experiment was between 80 s + 5 s ~ 50 s,
so that it can guarantee concurrent communication with multiple links at the same time in
the active link time.

According to the above simulation parameters, 50 nodes were randomly distributed
in the simulation environment with a range of 1000 m × 1000 m, moving randomly at
the speed of 5 m/s, and 5 to 50 groups of active communication links were randomly
generated in the network. AODV and DSDV were selected as comparisons to the proposed
beacon-based routing protocol. The performance of the routing protocol was estimated by
comparing the simulation results.

3.2. Results and Analysis

This paper mainly compared and analyzed the packet delivery rate and routing load.
In order to ensure the randomness of node positions during the test, the nodes were in the
stage of random movement before the 80 s of simulation, then communication links were
established randomly from the 80 s to 170 s, in which the number of active links varied
from 5 to 50. The results are discussed as follows.

(1) Packet Delivery Rate (PDR)
PDR is the ratio of packets received by the target node to packets sent by the source

node. It is a statistical measure of correctly transmitted packets. This index mainly examines
the reliability and communication quality of the network. The higher the successful packet
delivery rate, the higher the network reliability and the better the communication quality.

The PDR of the beacon-based routing protocol and the AODV and DSDV protocols
varied with the number of active links in the network, as shown in Figure 6. When the
beacon-based routing protocol was used in a range 5–35 communication links, the PDR was
approximately 10% higher than that of AODV routing protocol. At 5–50 communication
links, the PDR was approximately 20% higher than the DSDV routing protocol. The overall
PDR of the beacon-based routing protocol was better than that of the two traditional routing
protocols. The beacon-based routing protocol adopted the active maintenance path tree
and active link mode, which was more suitable for sensing path changes in advance and
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avoiding path failures and repeated path finding. Therefore, it had high reliability after
networking.
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In Figure 6, the packet transmission rate of beacon-based routing protocol suddenly
drops at node 35, mainly because the simulation startup time of six active communication
links is basically the same, and the source node and destination node addresses of these six
links are the same. The path query and maintenance of beacon-based routing protocol is
limited to the first three stages of 140 ms.

As a result, when there are multiple data requests from the same node at the same
time, the path query and maintenance cannot be completed within 140 ms. To solve this
problem, we conducted the following experiment. In the experiment, the time of node
access to the network was not limited and the time of node access to the network was
randomly distributed within 80 s ~ 180 s (Beacon 2) and 80 s ~ 300 s (Beacon 3). The
comparison between the delivery rate and the network entry time distribution of the
original experiment in the 80 s + 5 s ~ 50 s (Beacon 1) is shown in Figure 7.
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As shown in the figure above, the more dispersed the network time distribution of
nodes is, the better the protocol delivery rate is. At the same time, there is no concurrent
communication between multiple nodes at node 35, so there is no problem as shown in
Figure 6.

(2) Routing Load (RL)
RL indicates the number of frames or packets borne by a communication device

within a unit time. Ideally, the forwarding capability/rate should increase linearly with
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the increase in load. In practice, as the load increases, the processing capability decreases.
Packet congestion leads to packet loss. As a result, the forwarding rate drastically decreases.
Therefore, the RL is closely related to the system stability after networking.

Figure 8 showed the changes of RL of the beacon-based routing protocol and the
AODV and DSDV protocols with the number of active links in the network. The result
show that the cost of the RL of the beacon-based routing protocol had always been in a
stable state and was unrelated to the data of the active communication link in the link,
which was consistent with the original intention of the design.
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The RL of the beacon-based routing protocol was only related to the time allocated
to the first three phases of the pulse unit and unrelated to the number of nodes and
communication link data. Therefore, using the beacon-based routing protocol for network
unmanned equipment was more stable and suitable for the LUVN scenario.

(3) Effect of Pulse Cycle on the Network
In the beacon-based routing protocol, periodic flooding was used to create and main-

tain the OPT for nodes in the network to reach the beacon node. At the same time, nodes
in the network completed path establishment and data transmission according to the
guidance of the path tree. The sending period of the pulse message of the beacon node
determined the network entry time and path update maintenance time of nodes in the
network. The sending period of the pulse message should be selected according to the
number of nodes in the network, the network access time, communication bandwidth,
and other parameters required by the network. Figures 9 and 10 were the simulation
comparison of PDR and RL when the pulse cycle was 1.5 s, 2 s, 2.5 s, and 3 s, respectively,
under the configuration parameters in Table 1.
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As shown in Figure 9, the four curves represented the PDR of beacon-based routing
protocols with pulse cycle of 1.5 s, 2 s, 2.5 s, and 3 s. The result showed that the PDR of the
beacon-based routing protocol was the most stable when the pulse cycle was 1.5 s, and the
performance would gradually decrease with increasing time.

The simulation result showed that the active link continuously sent data in the active
time; due to constant motion of the node in the path, path failure would occur. Therefore,
the shorter the time interval of the pulse cycle, the better the perception of the change of link
path failure can be. Therefore, the delivery rate is the best when the pulse cycle is 1.5 s, and
the delivery rate decreases gradually with the increase in time. The beacon-based routing
protocol made full use of the periodic pulse message, completing the path reconstruction
and path addressing operation within a pulse cycle, which effectively avoided the problems
of path failure and repeated path finding.

As shown in Figure 10, the four curves represented the RL of beacon-based routing
protocols with pulse periods of 1.5 s, 2 S, 2.5 s, and 3 s. The simulation result showed that
with the increase in pulse cycle, the RL decreased gradually, which was also consistent with
the design idea of this paper. Theoretically, the RL of the beacon-based routing protocol is
only related to the time allocated to the first three phases of the pulse unit and unrelated to
the number of nodes and communication link data. The simulation verified this: the larger
the pulse cycle, the smaller the proportion of time occupied by the route load; the smaller
the route load, the larger the effective data bandwidth.
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4. Conclusions

Aiming at the problems of path failure, repeated routing path finding, and excessive
cost of route maintenance in the networking of large-scale unmanned equipment using
traditional routing protocol, combining the characteristics of active and on-demand routing
protocols, we proposed a beacon-based hybrid routing protocol for LUVAN. In this beacon-
based routing protocol, the path tree of each node pointing to the beacon node was used
as guidance. Nodes were periodically maintained for OPT. Source nodes used unicast
mode to create paths as required. Active nodes actively maintained routing paths in the
network, maximized routing control commands, and limited the route load to a fixed time.
Therefore, the cost of route maintenance in unmanned equipment network is reduced and
the problems of path failure and repeated path finding are solved.

The simulation results showed that the PDR and RL performance of the beacon-based
routing protocol were better than the network with traditional AODV and DSDV routing
protocols. When they were used in a range 5–35 communication links, the beacon-based
routing protocol PDR was approximately 10% higher than that of AODV routing protocol.
At 5 ~ 50 communication links, result was approximately 20% higher than the DSDV
routing protocol. The beacon-based routing protocol with different pulse cycles were
compared. The RL of the beacon-based routing protocol were unrelated to the number of
nodes and communication link data in the LUVN, which effectively improved the stability
and reliability of the network. The beacon-based routing protocol we designed is more
suitable for future LUVN battlefields.
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