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Abstract: This study addressed a problem of rapid velocity consensus within a swarm of unmanned
aerial vehicles. Our analytical framework was based on tools using matrix theory and algebraic graph
theory. We established connections between algebraic connectivity and the speed of converging on a
velocity. The relationship between algebraic connectivity and communication cost was established.
To deal with the trade-off among algebraic connectivity, convergence speed and communication
cost, we propose a distributed small world network construction method. The small world network
characteristics expedite the convergence speed toward consensus in the unmanned aerial vehicle
swarm. Eventually, our method greatly sped up the consensus velocities in the unmanned aerial
vehicle swarms at a lower communication cost than other methods required.

Keywords: UAV swarms; swarm intelligence; graph Laplacians; small world network; consensus
convergence

1. Introduction

Unmanned aerial vehicle swarms are very promising for counter-terrorism surveil-
lance and post-disaster rescue. However, in general, the communication conditions of the
environment are poor and the communication capacity of unmanned aerial vehicle swarms
is limited. In addition, the communication topology of the swarm changes dynamically
during its motion. Both of these things make it more difficult to design a local interaction
topology for the velocity consensus of swarms. In this paper, we focus on speeding up the
velocity consensus in swarm decision making, which can be applied to disaster relief. For
example, in a confrontation scenario, UAVs in the swarms can quickly reach a consensus on
velocity under the condition of limited communication capabilities and highly dynamical
changes in the topology. Through the improvement of the overall response speed of the
swarms, the confrontation ability and survivability of the swarms can be greatly improved.

Consensus-based approaches [1] realize the consensus of swarm decision making
based on dynamic functions. In [2], Hao proved the convergence of a connected graph of
the multiagent cooperative decision problem and designed the invulnerability topology
generation algorithm to guarantee the connectivity when k edges or k nodes are removed
from the graph. However, the problem of rapid consensus in decision making is not solved.
In [3], though Olfati-Saber introduced and verified the advantages of small world networks
in consensus algorithms, how to construct a small world network was not shown, especially
in the case of decentralized control.

Research on swarm synchronization [4] revealed that bird flocking in reality is not
fully linked, as each bird synchronizes with the surrounding six birds to achieve swarm
behavior. Therefore, we propose the method of only interacting with six neighbors, which
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would greatly reduce the communication cost. We took and heavily modified the Vicsek
model to improve the interaction method, mainly from the perspective of interactive
topology, the individual speed and constraints added to the single agent. We solved
the dilemma by creating a decentralized method for constructing an approximative small
world network. The small world network has high algebraic connectivity, which accelerates
the convergence speed toward consensus [5] in the decision making of the UAV swarm
and reduces communication costs at the same time. To the best of our knowledge, other
researchers have not used this method to improve the response speed in a swarm. The
contributions are listed as follows:

• We propose a swarm control architecture inspired by swarm intelligence where each
UAV communicates with a certain number of its neighbors. This method greatly
reduces the communication costs.

• We propose a distributed algorithm for constructing an approximative small world
network to control the UAV swarm, which reduces the communication cost and speeds
up the consensus on velocity.

• Among the four algorithms we proposed, the fourth algorithm combining the two
interaction strategies above performs the best, which reveals the relationship be-
tween convergence speed and the communication topology. It is the small world
characteristic that improves the speed of swarm consensus convergence. In addition,
using neighbors with large differences in velocity can further improve the speed
of convergence.

The organization of this paper is as follows. Section 2 summarizes related work. In
Section 3, we formulate the problem, illustrate the topology control scheme and define the
norms, illustrating the convergence speed and the consistency of the system. Finally, we
propose the methods for decision making based on characteristics of swarm intelligence
and small world networks. Section 4 presents the simulations and experimental evaluation.
Section 5 presents the discussion. Section 6 concludes the paper briefly.

2. Related Work

In this section, we introduce research on biological swarm intelligence applied to
the control of UAV swarms. Moreover, we summarize the shortcomings that cause the
slow convergence speed toward consensus in swarms control. Finally, we demonstrate the
potential of applying the characteristics of a small world network to improve convergence
speed toward consensus in the control of swarms.

In decentralized control, the agent-based control method was inspired by the intel-
ligence of biological swarms and has been extensively studied. Different control models
have been proposed, including the Boids model, the Vicsek model, the biological self-
organization model, etc. Each team member conducts autonomous control with local
information from its neighbors [6–9]. The research on swarm intelligence started by mim-
icking biological swarms, such as Reynold’s Boids, ant colony modelling, particle swarm
optimization (PSO) and pheromone-based algorithms [10]. A flocking algorithm imitates
the behavior of a flock of birds in flight and compels each agent to steer itself based on three
simple rules: separation, alignment and cohesion. In 1986, Reynolds [11] introduced three
heuristic rules: (1) flock centering—attempt to stay close to nearby flock mates; (2) collision
avoidance—avoid collisions with nearby flock mates; (3) velocity matching—attempt to
match velocity with nearby flock mates. The Vicsek model contains many simplifications of
parts of the Boids model [11]. The work of Vicsek [12] is mainly focused on the emergence
of alignment in self-driven particle systems. Collision avoidance is not considered between
neighbors and there is no corresponding centripetality. Olfati-Saber et al. embodied and im-
proved the Boids model, and proposed three algorithms which can realize swarm behavior
under obstacle-free conditions in [13].

However, the current research on swarm intelligence also has corresponding shortcom-
ings. The Kilobot robot [14] designed by the team of Radhika Nagpal verified collaborative
behaviors, such as foraging and formation control. A swarm system with thousands of
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units can automatically form patterns, such as a “K” shape, a five-pointed star, or a wrench.
However, the speed of the swarm behavior is too slow; it takes more than 12 h to form such
shapes. It is infeasible to apply it to highly dynamical scenarios.

It was proven that distributed formation control of a swarm is a consensus problem
in [3]. Olfati-saber introduced algebraic connectivity and spectral properties of graphs, and
further performed in-depth convergence analysis for directed networks. It was announced
that networks with bigger k values or small world characteristics lead to faster consensuses
in [5]. The design of the weights of a network was considered by Xiao and Boyd [15] to
increase the algebraic connectivity of said network and the convergence speed toward
consensus algorithms, but the results are not particularly efficient. The design of the
topology is a promising method to achieve relatively high algebraic connectivity, and an
algorithm proposed by Olfati-Saber which is based on the idea of Watts and Strogatz in [16]
performs well. The rewiring of existed links gives rise to considerably faster consensus
algorithms. However, the rewiring method for constructing a small world network based
on global information is not feasible for the decentralized control of UAV swarms, and that
is where we have to improve in this paper.

3. Problem Formulation and Scheme Design

In this section, we introduce our main work in three parts. Firstly, we put forward the
problem of velocity consensus of UAV swarms with high dynamical topology and limited
communication capabilities, and establish a corresponding model. Secondly, we analyze
the relationship between the communication cost and the convergence speed from the
perspective of topology. Thirdly, we present our swarm control method for fast consensus
within dynamical swarms.

3.1. Problem Formulation

Just like the sardines in a school of sardines, UAVs can quickly synchronize with
the velocities of other UAVs in a swarm. We intend to achieve consensus among the
swarms’ velocities and maximize the speed of velocity convergence. The velocity decision
methods in swarm control based on neighbors’ positions and velocity information are
inspired by biological intelligence. Technical realization involves specific parameters, such
as communication distance, communication cost, degree of consistency and convergence
speed. The communication distance is the maximum distance over which two UAVs can
communicate to each other with a certain error rate. The communication distance of a
UAV is relatively small, which means that each UAV can only communicate with a few
close neighbors, and the topology of UAV swarms is established on the basis of limited
communication distance. Different topologies correspond to different communication costs.
The greater the number of communication links, the greater the communication burden of
the swarm system.

3.1.1. Velocity Consensus Model

For convenience when explaining the problem, we describe the swarm control model
on a two-dimensional plane. A UAV can communicate with certain number of neighbors
which fall into the region of d < r (r > 0), which is limited by its capability, where d is
the distance between the UAVs and r is the perception radius. The schematic diagram is
shown in Figure 1. The UAV swarm topology changes dynamically during the motion of
the swarm, and we adopted graph topology to illustrate the swarm system.

A graph G(V, E) consists of a set of vertices V = {1, 2, . . . , n} and a set of edges
E ⊆ V ×V. The quantity |V| is called the order of the graph G and |E| represents the size
of the graph. The matrix A =

[
aij
]

satisfying the property aij 6= 0⇔ (i, j) ∈ E is called the
adjacency matrix of graph G.
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A =


a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
an1 an2 . . . ann

, (1)

Throughout the paper, we assume aii = 0 for all i. The graph G is undirected when
the matrix A is symmetric.

Figure 1. A UAV and its neighbors which fall into the region of d < r, where r is the perception radius
and d is the distance between the UAVs.

Let qi ∈ Rm denote the position of node i, and vector q = col(q1, . . . , qn) ∈ Q = Rmn

denotes the positions of all nodes. Neighbors of node i are defined by

Ni =
{

j ∈ V :
∥∥qj − qi

∥∥ < r
}

, (2)

where ‖ · ‖ is the Euclidean norm in Rm. A proximity G(q) = (V, E(q)) net can be de-
fined by V and the edges E(q) =

{
(i, j) ∈ V ×V :

∥∥qj − qi
∥∥ < r, i 6= j

}
. In this paper, the

perception radius of all UAVs is the same, so the dynamic proximity net G(q) is undirected.
UAV i′s velocity is vi, and it only communicates with certain neighbors in Ni. Each

UAV’s speed can be computed by multiplying coefficient vco and maximum speed Vmax.
vco is a coefficient corresponding to difference in velocities among neighbors. The velocities
vi are determined at each time step, and the positions of each node are updated as follows:

xi(k + 1) = xi(k) + vi(k) ∗ ∆t, (3)

where ∆t > 0 is the time interval between two time steps. For the purpose of imitating the
realistic environment of the limited communication, we suppose each UAV has randomly
distributed directions θi. The velocity vi(k + 1) of a UAV corresponds to a speed Vi(k + 1)
and a direction θi(k + 1)—which is updated by Equation (4).

θi(k + 1) = f
{

θi(k), θj(k)
}
+ η · ∆θ, j ∈ Ni, (4)

where f (·) computes the direction depending on the velocities of the neighbors surrounding
the focal UAV. ∆θ denotes the noise and is randomly chosen with a uniform probability
from the interval [−π, π]. η is the intensity of the noise. In the field of consensus algorithms,
the dynamic function of discrete model can be denoted as:

θi(k + 1) = θi(k) + ε ∑
j∈Ni

aij
(
θj(k)− θi(k)

)
+ η · ∆θ, (5)

where 0 < ε < 1/∆, and ∆ is the maximum degree of the network. Let G be a connected
undirected graph. It was proven in [3] that a consensus will be asymptotically reached
with the average dynamic function for all initial states. When the dynamic function is an
average consensus function, a consensus will be reached in the form α = (∑i θi(0))/n. In
our framework, the f (·) function gets the average direction of certain neighbors. Similarly,
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in the absence of external interference and under the premise that the topology is connected,
the dynamic function based on direction averaging can also make multi-agents converge
to a consistent direction.

Constraints such as random fluctuations and maximum turning angle are attached to
individual UAVs. In the UAV swarm model, a random fluctuation is added to the direction
at each time step and the intensity of the random perturbation is defined by η.

Taking into account the limited maneuverability of the UAV, the turning angle that
can be achieved within a time step is limited. The maximum turning angle is referred to as
ϕ. Every UAV in the model is initialized with a random angle θ between [−π, π], and the
UAVs are randomly or evenly distributed in a two-dimensional plane.

3.1.2. Velocity Consistency Measurement

The following order measurement Φθ(k) is used to measure the consistency of
the system.

Φθ(k) =
1
N

∣∣∣∣∣ N

∑
i=1

ejθi(k)

∣∣∣∣∣, (6)

where N is the number of UAVs and θi(k) is the direction of UAV i at time step k. Φθ(k)
has the property of 0 ≤ Φθ(k) ≤ 1. Φθ = 1 means the isotropy state of direction, and
emergent behavior can be observed if Φθ(k)� 0. Φθ(k) is based on only the directions of
neighbors, so the consistency will not be affected by the variable speed.

Furthermore, the computational complexity of θi(k) is O(n). Thus, it is suitable for
our model with varying speed.

3.1.3. Communication Cost

An important aspect of performing coordinated tasks in a distributed multi-agent
system is to maintain communication when the inter-agent communication cost is limited.
The communication cost of an individual is the number of neighbors that a UAV refers to
during velocity synchronization, and it is the same as the cost of an individual computing
the motions of certain surrounding neighbors. We define the communication cost of the
topology G as M. In [17], M is called the “communication complexity” of executing a task.
For weighted undirected graphs, M can be denoted as a function of the adjacency metrix by

M =
n

∑
i,j=1

sgn
(
aij
)
, (7)

where sgn(·) is the sign function. However, in our paper, the graphs are unweighted and
undirected. The communication cost is equal to the number of communication links among
all the UAVs.

3.2. The Trade-Off between Communication Cost and the Convergence Speed

The velocity decision method based on neighbors’ position and velocity information
can reach the goal of convergence in general, but the communication cost and convergence
speed vary with the changes in the interactive topology. Higher communication cost
guarantees that the swarm converges quickly, even in the presence of noise. With lower
communication cost values, it is hard to reach high Φθ(k). However, utilizing the character-
istics of a small world network with relatively shorter average lengths of connected paths,
the convergence speed of the system could be improved while the communication cost is
relatively low.
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3.2.1. Characteristics of a Small World Network

The diagonal matrix of vertex degrees of graph G is denoted by D.

D =


d1 0 . . . 0
0 d2 . . . 0

. . . . . . . . . . . .
0 0 . . . dn

, (8)

where di denotes the degree of the corresponding node, and L(G) = D− A is called the
Laplacian matrix [5] of graph G.

The Laplacian of an undirected graph is a symmetric matrix with all real eigenvalues,
and the eigenvalues can be located sequentially in an ascending order as follows:

0 = λ1 ≤ λ2 ≤ · · · ≤ λn ≤ 2∆, (9)

where ∆ is the maximum degree of a graph.
The eigenvalues of the Laplacian matrix are important characteristics of graph topol-

ogy. The second smallest eigenvalue [18,19] of the Laplacian is called the algebraic con-
nectivity of a graph, and it denotes the convergence speed toward consensus algorithms.
When the topological structure is undirected, the eigenvalues of the Laplacian matrix are
located at the zero point and positive on the real axis. The eigenvalue which equals zero
denotes that the graph contains corresponding number of sub-connected graphs. The
maximum eigenvalue describes the degree of tolerance or robustness of the graph topology
to the communication time delay.

A small world network [16] with a shorter average path length has a larger clustering
coefficient than a random network of the same scale. In the past, people thought that
networks were divided into completely regular networks and completely random networks.
The regular network has a large average path length and clustering coefficient, and the
random network has a small average path length and clustering coefficient. The clustering
coefficient C is a local feature quantity which illustrates the ratio of the number of edges
of a node to the maximum number of edges that the node can construct. Due to the short
average path and large clustering coefficient of the small world network, the decision
topology with small world characteristics always has a lager convergence speed, which is
mentioned below.

In [16], normalized average shortest path lengths and clustering coefficients corre-
sponding to different rewiring probabilities p were gathered via a regular network to
construct the small world network drawn in Figure 2.

Figure 2. The normalized average shortest path lengths and clustering coefficients corresponding to
different rewiring probabilities p, which were gathered via a regular network to construct the small
world network.
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When the communication cost M is the same among networks (small world and
regular), the convergence speed of the topologies with small world characteristics is faster
than that of the regular networks because the second-smallest eigenvalue of the small
world network is larger. In [3], it was concluded that a dramatic increase in λ2 entails both
a high probability of random rewiring and high complexity of the network. Here in our
research, the large number of nodes and the dynamical changes in the topology in the UAV
swarms result in high complexity of the topology, which ensures that we can construct a
small world network with limited links to achieve an increase in convergence speed.

3.2.2. Constructing Small World Network in a Decentralized Manner

In [16], a method of constructing a small world network was introduced. Each node
of a regular network is connected to K nearest neighbor nodes (K is an even number). The
regular network in Figure 3a has 10 nodes, and each node is connected to four adjacent
nodes. Then, one should randomly reconnect each edge with probability p(0 <= p <= 1).
When p = 0, it is a regular network; and when p = 1, it is a completely random net-
work (Figure 3c). By adjusting the value of p to around 0.1, a small world network with
better characteristics, such as a shorter average shortest path length and lager clustering
coefficient, can be obtained, as in Figure 3b.

(a) (b) (c)

Figure 3. Three kind of networks composed of a set of vertices V = {1, 2, . . . , n} and edges E ⊆ V×V.
(a) Regular network, (b) Small world network, (c) Random network.

The key to constructing a small world network is to generate long connecting edges.
The difficulty in practice is that individuals can only grasp the information of some neigh-
bors, and cannot obtain the global information, so the classic small world network construc-
tion method is not applicable. We utilize the definition of second-order neighbors [3] and
establish connections between second-order neighbors, so that we get the long connecting
edges in the decentralized swarm.

Definition 1. ∀j ∈ N, l(i, j) = y, the node j is called the yth-order neighbor of node i, where l(i, j)
is the shortest path length between node i and j.

Definition 2. ∀k ∈ N, l(i, k) = 2, the node k is the second-order neighbor of i, where l(i, k) is the
shortest path length between node i and k.

UAVs in the swarm establish connections with second-order neighbors with a certain
probability, so as to obtain small world characteristics. Details of the establishment of
connections with second-order neighbors are introduced in the next subsection. Addition-
ally, our proposed method for constructing a small world network based on second-order
neighbors is feasible.

3.3. Algorithm Design

In this subsection, we introduce the basic algorithm based on the classic Vicsek model
and our promising algorithms. The Vicsek model can simulate the flight behavior of birds
in the biological world. It has been cited and studied in depth by many researchers, and
it is a practical model for swarm intelligence research. The basic algorithm we introduce
here has some improvements on the Vicsek model, such as variable speed and maximum
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turning angle. We use the basic algorithm which has been verified in the biological world
as a reference to highlight the superiority of the new algorithm.

3.3.1. Basic Consensus Convergence Algorithm

We first came up with a basic method based on the Vicsek model which has been
verified in the biological world; for example, the coordination between bird flocks probably
adopts this approach. In the basic swarm interaction method in Figure 4, the UAV i will
find all of its neighbors Ni in yellow with Equation (2). At each discrete time step, the
direction of velocity is updated by

θi(k + 1) =
1
g ∑

j∈Ni

θj(k), (10)

where g is the number of neighbors of UAV i. As the maneuverability of the UAV is limited,
we set the maximum turning angle as ϕ. When |θi(k)− θi(k + 1)| > ϕ, we have to correct
the θi(k + 1) with

θ′i(k + 1) = θi(k) + [(θi(k)− θi(k + 1))/|θi(k)− θi(k + 1)|] · ϕ, (11)

which ensures that the turning angle does not exceed the maneuverability of the UAV.
Then we apply the value of θ′i(k + 1) to θi(k + 1). Considering some interference in reality,
we introduce uniformly distributed interference ∆θ and add it to the velocity direction
θi(k + 1). ∆θ, which can be calculated by ∆θ = η· uniform (−π, π). For updating of the
speed of UAV i, we calculate the consistency vco of neighbors of UAV i with Equation (6).
Then we update the speed of UAV i as

Vi(k + 1) = v2
coki · (Vmax −Vmin) + Vmin, (12)

The UAV i travels fast when the neighbors are in order. Furthermore, the speed
is limited between the maximum speed Vmax and minimum speed Vmin. After that, we
calculate the velocity of UAV i with

vi(k + 1) = [cos θi(k + 1), sin θi(k + 1)] ·Vi(k + 1), (13)

Finally, the location is updated by Equation (3). The details of the basic swarm
algorithm are illustrated in Algorithm 1 and we abbreviate the basic Vicsek algorithm as
BV-A. The computational complexity of this method is O

(
n2).

Figure 4. The basic swarm interaction method where UAV i synchronizes with all neighbors within
r sphere.

In this model, the numbers of neighbors of the individual UAVs are not the same.
If each individual has to communicate with all neighbors to compute the motions of all
neighbors around, then the communication cost will be very high.
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3.3.2. Methods Improving Consensus Convergence

In this part, four synchronizing methods created from the basic swarm algorithm
are proposed. The method with the most potential is the fourth method, which combines
the advantages of the law discovered by other researchers before, and adopts the method
of obtaining small world characteristics by connecting with second-order neighbors pro-
posed in this article. Other methods were used as controls to demonstrate the fourth
method’s superiority. Through the comparison between the performance of each group
in the experiment, various specific operations that are effective for performance can be
screened out.

Algorithm 1 A basic swarm algorithm for consensus convergence (BV-A).

Input: a set of UAVs U with positions x and speed Vmax,Vmin, heading angle θ, perception
radius r, Maximum turning angle ϕ, intensity η of the random perturbation.

Output: a set of UAVs U with adjusted positions and velocities, corresponding communi-
cation topologies.

1: for each timestep k do
2: for each UAV i do
3: Ni(k)← Equation (2);
4: θi(k + 1)← Equation (10);
5: if |θi(k)− θi(k + 1)| > ϕ then
6: θi(k + 1)← Equation (11);
7: end if
8: ∆θ = η· uniform (−π, π);
9: θi(k + 1)← θi(k + 1) + ∆θ;

10: vco ← Equation (6);
11: Vi(k + 1)← Equation (12);
12: vi(k + 1)← Equation (13);
13: xi(k + 1)← Equation (3);
14: i← i + 1;
15: end for
16: k← k + 1;
17: end for

In [20], it was verified that the individuals in the bird flocks in nature actually only
synchronize with a few neighbors around them. Hence, it is worth trying to synchronize
with a fixed number of individuals. Firstly, we introduce a method based on six neighbors’
velocity information and abbreviate the swarm intelligence inspired method communi-
cating with six closest neighbors as SI-CS. In this swarm interaction method, shown in
Figure 5a, the UAV i will choose the six closest neighbors from Ni denoted as N′i to update
the positions and velocities.

Secondly, we propose a method of synchronizing with all neighbors and second-order
neighbors in Figure 5b.We abbreviate it as S-A (the method that communicates with all
second-order neighbors). Differently from SI-CS, S-A extends the range of neighbors to
all neighbors and second-order neighbors, which increases the information perception
of a single UAV and also increases the burden of the system. The algorithm is different
from Algorithm 1 in line 3 where the Ni in S-A contains neighbors of UAV i and neighbors’
neighbors, and we denote it as N2

i .
Thirdly, we came up with a method based on neighbors with specific velocity at-

tributes. In other methods, no consideration is given to selecting specific neighbors for
synchronization based on the velocity information. Among all the neighbors, neighbors in
N′i (N′i ⊂ Ni) could be more important for the decision of UAV i. Since the UAVs in the
swarm have to quickly reach a final agreement, neighbors with bigger differences from
i may have a better influence on UAV i, as shown in Figure 5c. Each UAV chooses six
neighbors with the most different directions of velocities, denoted as N′i . ξ indicates the
size of the difference, and it can be calculated by Equation (14). ξij(k) = 1 when θi = θj. It
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means the smallest difference between UAV i and UAV j. ξij(k) = −1 when θi = θj + π
or θi = θj − π, which means the largest difference. We abbreviate this method as SI-SDP
(swarm intelligence inspired method with speed difference preference). This algorithm
is different from Algorithm 1 in line 3 where the Ni in SI-SDP contains six most different
neighbors at most, and we denote it as N′i .

ξij(k) = [cos θi(k), sin θi(k)] ·
[
cos θj(k), sin θj(k)

]
, (14)

where θi(k) and θj(k) are the headings of UAV i and UAV j.

(a) Synchronize with 6 neighbors within (b) Synchronize with all neighbors
r sphere and second-order neighbors

(c) Synchronize with several specific (d) Synchronize with several certain neighbors and
neighbors with bigger ξ second-order neighbors with bigger ξ

Figure 5. Four synchronization scenarios generated by the four algorithms evolved from the basic swarm algorithm. (a) UAV
i only synchronizes with six yellow neighbors and ignores the presence of the green neighbor. (b) UAV i synchronizes with
all the green neighbors and the yellow second-order neighbors, which puts high demands on the communication link of
the system. (c) UAV i pays more attention to green neighbors who are quite different from itself in velocity and ignore the
yellow neighbors. (d) UAV i pays more attention to the six neighbors who are most different from itself in velocity among
all the neighbors and second-order neighbors.

At last, we propose the most promising method. This method is based on certain
neighbors and second-order neighbors with specific velocity attributes, and we abbreviate
it as SI-WS (swarm intelligence inspired method with small world characteristics). We use
the concept of second-order neighbors proposed in Definition 2. We denote the neighbors
and second-order neighbors of UAV i as N2

i . It chooses six neighbors the with greatest
differences in velocity among N2

i , as SI-SDP does through reference neighbors N2′
i (see

Figure 5d). Compared to other methods, SI-WS chooses neighbors from a larger range,
so it can get neighbors with bigger differences in velocity. In this way, not only can the
neighbors with bigger differences be selected, but also the construction of long connecting
edges can be realized. Compared with the previous methods from the perspective of a
complex network, it is equivalent to adding long edges to the regular network so that it
can improve the algebraic connectivity of the system. Furthermore, it is expected that the
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communication cost would be reduced by communicating with fewer neighbors in N2′
i

while ensuring the same convergence performance.

4. Performance Evaluation

Numerical simulations were performed to verify the effectiveness of the proposed
algorithms. Simulations were performed on a platform with 2.20 GHz Intel Core i7 CPU,
16 GB RAM. The algorithms we proposed were implemented in python.

4.1. Experimental Settings

UAVs flying in the 2D plane follow the rules described in Section 3.3. In order to
make the experimental conclusions less affected by the initial conditions, a variety of initial
position layouts and angle directions were chosen for the experiments. Multiple sets of
experiments were carried out to ensure the reliability of the experimental conclusions.
In the experiments, 64 UAVs were engaged in the swarm, the whole experiments were
divided into five groups of experiments under different initial conditions corresponding
to five different methods. The flight space of the swarm was set to a square area with a
periodic boundary with a side length of 9 km. A periodic boundary is the boundary where
UAVs come out of the area and re-enter the area from another side. Further, the initial
positions of the swarm were distributed in a square area with a side length of 3 km in the
lower left corner of the flight space. The reason why all UAVs were only distributed in a
small area and not in the full plane was to avoid being affected by the periodic boundary, so
that UAVs on the edge of the boundary which were not neighbors would not be misjudged
as neighbors. Inspired by research in [4], we knew that bird flocking in reality is not fully
linked, where each bird synchronizes with the surrounding six birds to achieve swarm
behavior, so we adjusted the perception radius r of the UAVs to 0.6 km, which can ensure
that the topology graph of the initial position is close to reality. The fastest speed Vmax and
slowest speed Vmin were set to 0.05 and 0.01 km/s, respectively, so that the setting of speed
and communication distance were reasonable. In order to conduct a powerful comparison
in experiments, we took the presence of interference into consideration, and the intensity η
of the random perturbation was set to 0.05.

4.2. Performance with Randomly Distributed Initial Positions and Directions

In this part of the experiments, the initial positions and directions of the UAVs were
randomly distributed as shown in Figure 6a. The initial topology of the swarm with
perception radius r is shown in Figure 6b.

(a) (b)

Figure 6. Experimental settings of the initial distribution diagram. (a) Flight space and initial
positions, (b) Initial communication topology.

One hundred sets of distributions were randomly initialized, and 50 sets of experi-
ments for five different methods were conducted.
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Is SI-WS an algorithm with large algebraic connectivity which guarantees the fast
consensus in velocities? SI-WS gets a large λ2, as shown in Figure 7, though S-A has
the largest λ2. The λ2 of SI-WS is the second largest and is about 60 percent of λ2 of the
S-A. SI-WS with a small number of links between UAVs, just like SI-CS and SI-SDP, got
good performance in algebraic connectivity, mainly benefiting from the links connected to
second-order neighbors.

Does SI-WS get a larger speed of consensus? Under the preset parameters, SI-CS
performed the worst because it only communicated with the six nearest neighbors. Hence,
its performance is much worse than BV-A, which communicates with all neighbors. Al-
though SI-SDP does not have the advantage of BV-A in terms of the number of reference
neighbors, it refers to the six neighbors with the largest velocity differences, and the direc-
tions of UAVs are much more consistent than those of BV-A. The swarm orders of S-A and
SI-WS performed best, as shown in Figure 8. Both S-A and SI-WS for swarm consensus get
large speeds of consensus and converged to high degrees of consistency. SI-WS was the
second fastest method to achieve a consensus in the swarm. A high degree of consensus
can be achieved within 10 iterations. Methods other than S-A did not get high degrees
of consensus.

Figure 7. The algebraic connectivity λ2 of the swarm in 40 time steps.

Figure 8. The order of the random distribution of initial positions.

Is the communication cost of SI-WS low enough? In Figure 9, the communication cost
of SI-WS is very low compared with the other algorithms, and is about one-third less than
that of BV-A. The cumulative costs of SI-CS and SI-SDP are exactly the same, because they
only communicate with six of their neighbors at each time step. BV-A and S-A both have a
large communication costs, and the cost of S-A is almost twice that of BV-A.
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Among the three algorithms with the best results, BV-A and S-A have the largest
communication costs. SI-WS has a relatively small communication cost but also achieved
good results. This should be attributed to the reconnection technology for second-order
neighbors. The reconnection operation introduces properties similar to the characteristics
of small world networks to the swarm topology. Due to the huge number of neighbors
referred to in S-A, the communication cost is double that of SI-WS, which can be seen in
Figure 9. Hence, S-A is not practical in applications. All these results suggest that SI-WS
has better convergence consistency and faster convergence speed and a relatively small
communication cost.

Figure 9. The cumulative communication cost of the random distribution of initial positions.

4.3. Performance with Regularly Distributed Initial Positions and Random Directions

At this point, we set the regularly distributed initial positions, and the directions were
still random. The initial positions are shown in Figure 10a and the topology of the swarm
was regular, as shown in Figure 10b. One-hundred sets of experiments for five different
algorithms were conducted.

(a) (b)

Figure 10. Diagram for the regular initial distribution. (a) Flight space and initial positions, (b) Initial
communication topology.

As in the previous subsection, SI-WS still gets greater algebraic connectivity. The
dynamical topology algebraic connectivity λ2 is shown in Figure 11.

SI-WS still gets a larger speed of consensus. Both S-A and SI-WS for swarm consensus
got rapid speeds and converged highly, as shown in Figure 12. The convergence speed of
SI-WS was at least doubled compared to BV-A.

The performance of SI-SDP is better than that of SI-CS because it refers to the six
neighbors with the largest velocity differences. This further proves that in swarm velocity
consensus, UAVs with large differences have a greater effect than others on neighbors.
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The communication cost of SI-WS is still very low. In Figure 13, the communication
cost of SI-WS is about one-fifth less than that of BV-A. S-A has the largest communication
cost, and the cost is more than twice the cost of the other algorithms.

In the situation where the initial positions were uniformly distributed, the experimen-
tal results turned out almost the same as those of the randomly distributed initial positions.

Overall, the convergence speed of our method SI-WS doubled that of the ordinary BV-
A, and the communication cost was reduced by at least one-fifth. The above experimental
results sufficiently verify the effectiveness of the method inspired by the swarm intelligence
and small world network characteristics for rapid velocity consensus in UAV swarms.

Figure 11. The topology algebraic connectivity λ2 in 40 time steps.

Figure 12. The order of the regular distribution of initial positions.

Figure 13. Cumulative communication costs with regular distributions for the initial positions.
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5. Discussion

In this paper, we combined swarm intelligence with the characteristics of the small
world network and proposed a method for swarm consensus convergence. Communicating
with only some neighbors can reduce the burden of communication in the swarm and allow
the swarm to adapt to the real environment with limited communication. When selecting
UAVs with specific attributes for interaction, results show that UAVs with large differences
can further improve the speed of convergence. This may be because more differentiated
individuals have a better influence on neighbors. Based on the method of screening specific
neighbors for communication, the communication cost is reduced. Inspired by the small
world network characteristics, the method of adding second-order candidate neighbors
was adopted to achieve faster convergence speed.

The relationship between convergence speed and the communication topology was
revealed. It is the small world characteristic that improves the speed of swarm consensus
convergence. The communication cost is further reduced when only communicating with
only some neighbors. The decentralized method we proposed solves the problem of
constructing an approximate small world network in a distributed situation. Although the
method is effective, the construction method is relatively simple and blind, which could be
analyzed in depth in future research. In addition, although our methods have achieved
good results on the 2D plane, we still need to do a lot of work to transfer the method to
3D space reasonably because there is information about height in 3D space which is not
involved in 2D plane. There are more constraints that need to be considered when the UAV
flies in 3D space, and many situations that will not appear in the 2D plane, so our method
may not be applicable. More in-depth research is needed.

6. Conclusions

In this paper, we combined small world network characteristics and the consensus
convergence theory. We have verified the feasibility of applying the small world network
characteristics and swarm intelligence method to the study of swarm consensus conver-
gence. The proposed methods can be used to solve the problem of distributed swarm
control when the communication is limited. Compared with the ordinary BV-A algorithm,
the convergence speed of our method is greater by at least 100%, and the communication
cost is reduced by at least one-fifth. The method proposed in this paper has two advantages.
On the one hand, the method can reduce the communication cost of the classic Vicsek
model. On the other hand, it also improves the convergence speed of swarm decision
making. The new distributed algorithm for constructing an approximative small world
network for a swarm network was verified to be of great effectiveness.
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The following abbreviations are used in this manuscript:

UAV unmanned aerial vehicle
UAVs unmanned aerial vehicles
WS small world network
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PSO Particle Swarm Optimization
BV-A basic swarm algorithm for consensus convergence
SI-CS swarm intelligence inspired algorithm communicating
S-A algorithm communicating with all second-order neighbors
SI-SDP swarm intelligence inspired algorithm with speed difference preference with

six closest neighbors
SI-WS swarm intelligence inspired algorithm with small world characteristics
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