
electronics

Article

Towards Dynamic Reconfiguration of a Composite Web Service:
An Approach Based on QoS Prediction

Abdessalam Messiaid 1,* , Farid Mokhati 1 , Rohallah Benaboud 1 and Hajer Salem 2

����������
�������

Citation: Messiaid, A.; Mokhati, F.;

Benaboud, R.; Salem, H. Towards

Dynamic Reconfiguration of a

Composite Web Service: An

Approach Based on QoS Prediction.

Electronics 2021, 10, 1597. https://

doi.org/10.3390/electronics10131597

Academic Editor: Feliz Gouveia

Received: 10 May 2021

Accepted: 28 June 2021

Published: 2 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Mathematics and Computer Science RelaCS2 Laboratory, University Larbi Ben Mhidi,
Oum El Bouaghi 04000, Algeria; mokhati@yahoo.fr (F.M.); r_benaboud@yahoo.fr (R.B.)

2 AUDENSIEL Pôle R&D, 92100 Boulogne-Billancourt, France; h.salem@audensiel.fr
* Correspondence: a_messiaid@esi.dz

Abstract: Service-oriented architecture provides the ability to combine several web services in order
to fulfil a user-specific requirement. In dynamic environments, the appearance of several unforeseen
events can destabilize the composite web service (CWS) and affect its quality. To deal with these
issues, the composite web service must be dynamically reconfigured. Dynamic reconfiguration
may be enhanced by avoiding the invocation of degraded web services by predicting QoS for the
candidate web service. In this paper, we propose a dynamic reconfiguration method based on
HMM (Hidden Markov Model) states to predict the imminent degradation in QoS and prevent the
invocation of partner web services with degraded QoS values. PSO (Particle Swarm Optimization)
and SFLA (Shuffled Frog Leaping Algorithm) are used to improve the prediction efficiency of HMM.
Through extensive experiments on a real-world dataset, WS-Dream, the results demonstrate that the
proposed approach can achieve better prediction accuracy. Moreover, we carried out a case study
where we revealed that the proposed approach outperforms several state-of-the-art methods in terms
of execution time.

Keywords: web service; dynamic reconfiguration; CWS; HMM; QoS prediction; SFLA; PSO

1. Introduction

Web services, as software applications exposed on the web, are invoked by users
to meet their needs. Responding to a user request often requires the composition of
several web services, resulting in a composite web service (CWS). The invocation of a pre-
composed web service is subject to various unexpected changes that can affect the quality
of service (QoS), besides the functionality and the environment in which the application
operates. Therefore, a dynamic reconfiguration of the composite web service is essential to
ensure that it can adapt to various unanticipated QoS changes. However, using a reactive
method for reconfiguration and service continuity takes a long time [1] and affects the
performance [2], from selecting the best service to reconfiguring the entire process, hence,
a proactive or predictive method for impending problems in the QoS is one of the most
critical suggested solutions in the dynamic reconfiguration.

In the proactive approach, preventing the invocation of web services that are subject
to imminent degradation in QoS is a major challenge; this is evident, firstly, in the case of
several degraded web services during the workflow process, where it becomes difficult
to apply the dynamic reconfiguration service, starting from selecting the appropriate
service until the completion of the workflow. Secondly, after performing the dynamic
reconfiguration of the degraded web services and replacing them with other services
similar to those in the functionality, the latter may experience an imminent degradation in
QoS, which requires the request of the dynamic reconfiguration service again or several
times. One of these situations may impede the proper functioning of the CWS process and
consequently result in a dissatisfied user.

Electronics 2021, 10, 1597. https://doi.org/10.3390/electronics10131597 https://www.mdpi.com/journal/electronics

https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0001-9365-9944
https://orcid.org/0000-0003-4311-342X
https://orcid.org/0000-0002-6301-2506
https://orcid.org/0000-0002-7433-7226
https://doi.org/10.3390/electronics10131597
https://doi.org/10.3390/electronics10131597
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/electronics10131597
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics10131597?type=check_update&version=2


Electronics 2021, 10, 1597 2 of 17

Several efforts have been made to cover some of the stated challenges. However,
enhancing the dynamic reconfiguration of a composite web service in a dynamic environ-
ment remains a major challenge. In this regard, and to address the above challenges, a
prediction of imminent degradation in QoS to prevent partner web services’ invocation
with degraded QoS values is proposed in this paper. We propose an improved HMM-based
agent to predict the imminent degradation of QoS of web services. The prediction accuracy
of HMM is improved by using a hybrid meta-heuristic algorithm (SFLA–PSO). We propose
to recognize the potential states that web services could be in throughout their mission
using QoS historical data and the k-means clustering method. To the best of our knowledge,
this is the first time that the QoS state has been used for QoS prediction. The contribution
of this work is fourfold, as follows:

1. An improved dynamic reconfiguration method which avoids invoking degraded web
services by predicting QoS for the candidate web service;

2. A new hybrid algorithm of the SFLA–PSO and Baum–Welch algorithms to improve
the HMM initial emission matrix;

3. The QoS prediction problem is reformulated into a QoS state prediction problem,
where we consider QoS states rather than QoS values and consider that a QoS state is
composed of several attributes;

4. The proposed approach can predict the QoS according to each user’s preferences and
can predict the state of similar services without the need for their data (QoS).

The rest of the paper is organized as follows: Section 2 mentions some essential
works related to the prediction of degradation in QoS; Section 3 presents an overview of
the proposed approach. Section 4 details the mechanism of the proposed approach. In
Section 5, we discuss the experimental results and we present a case study. Finally, the
conclusion and directions for future work are presented in Section 6.

2. Related Work

State-of-the-art web service QoS prediction approaches have been widely studied
in the literature. Generally, the proposed methods can be classified into two main cate-
gories: approaches for recommendation and selection services [3–9], and approaches for
the monitoring and dynamic adaptation of web services [1,3,10,11]. The first category
includes many studies based on the collaborative filtering (CF) algorithm to enable the
recommendation and selection of the optimal web service by predicting the unknown QoS
values based on historical user data [12–15]. The filtering algorithm can be divided into
two kinds [16]: memory-based CF and model-based CF. A personalized online perfor-
mance prediction framework based on the past usage experience from different users is
proposed [14], using collaborative filtering approaches to enable the optimal web service
selection. A collaborative QoS prediction approach based on the adaptive matrix factoriza-
tion is proposed [3] to perform online QoS prediction for candidate services. They used a
reactive adaptation when encountering a change. Song et al. [17] proposed a method for
the personalized QoS prediction of dynamic web services to predict the QoS value of the
requested service, where it finds the users and services similar to the target user and target
service, respectively. Xiong et al. [12] proposed a deep hybrid collaborative filtering based
matrix factorization approach to improve web service recommendation. Waseem et al. [18]
proposed an approach for web service selection based on response time, in which the web
service is predicted using the HMM model. The author restricts his work to predicting the
web service’s behaviour in terms of response time.

Our contribution belongs to the second category. Kahlon et al. [1] proposed a hybrid
approach distributed between the service client and the service provider to manage a situa-
tion when QoS values degrade. The approach is based on the publish/subscribe mecha-
nism, on the provider side, to communicate the monitoring data to all the clients, and on the
client-side, to inform the client of the QoS degradation. It is also based on the exponentially
weighted moving average (EWMA) to predict the degradation of QoS value. However, this
paper lacks a discussion of the prediction accuracy problem. Aschoff et al. [19] proposed a
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ParProAdapt framework that detects the need for changes in the web service composition
based on the function approximation and the failure of spatial correlation techniques. In
this work, the expected service operation of QoS values was modeled using (EWMA). The
authors did not consider the users’ context when adapting instances of the same compo-
sition. Gao et al. [20] proposed the cloud-edge based dynamic reconfiguration to service
workflow. The authors considered the value and cost attributes of the service to evaluate
the stability and service invocation, respectively. They used the long short-term memory
(LSTM) neural network to predict the stability of services. This study is limited to the mo-
bile environment, which is distinguished by limited resource storage and users that move
often. Wang et al. [21] proposed a service composition approach based on QoS prediction
and reinforcement learning. Specifically, they used a recurrent neural network to predict
the QoS. Chen et al. [22] designed a framework to evaluate the survivability of SOA-based
application(s) using the HMM model. The main idea of the proposed framework evolves
around monitoring activities based on service logs or run time statistics provided by the
service provider. However, their approach is contingent on the service provider; also, the
author did not discuss the various hidden states or probabilistic insight of remote web
services. Moustafa et al. [23] proposed a proactive approach to web services composition
(WSC), which uses the Markov Decision Process (MDP) to model WSC process and uses
Q-learning for a Reinforcement Learning technique to adapt to dynamic change in the
WSC environments proactively. This approach monitors the WSC to determine proactive
adaptation by analyzing the web service execution log’s historical data.

Nonetheless, according to [24,25], the proactive approach can anticipate reconfigu-
ration before the problem occurs. Several methods have been proposed in the literature
that used a proactive prediction-based approach [14,26,27] for web service composition.
Most of these methods predict events that may never occur, which increases the lost time
and reduces service reliability [28]. So the use of statistical methods capable of predicting
the imminent change in the QoS is crucial. Among these methods is the (HMM) Hidden
Markov Model.

HMM has been used in many fields, including industrial applications; a few of the
studies on (SOA) Service Oriented Architecture have touched upon this kind of prediction;
perhaps the most important of them is proposed in [18,29]. The authors of [18] used the
HMM to predict the web service’s behavior in terms of response time and selected the
optimal web service at run time. The authors of [29] have proposed a model for predicting
the QoS-satisfied capability of composited components based on HMM. HMM showed
promising results in QoS prediction and should be investigated more deeply.

The framework we propose in this paper differs from the methods mentioned above
in that it supports prediction based on user preferences. It also supports predicting the state
of similar services without requiring their data. More precisely, the state of the candidate
services can be predicted based on the active service’s QoS. It also allows the study of the
gradient in the degradation of the service state.

3. The Proposed Framework Architecture

The main role of the proposed framework (see Figure 1) is to manage the dynamic
reconfiguration of composite web services. This is accomplished by improving the effi-
ciency of dynamic reconfiguration and predicting the imminent degradation of the QoS
of web services. A new service predictor that prevents the potential unsatisfied change
in non-functional properties is proposed. It avoids invoking web services with degraded
QoS values.

For the sake of simplicity, let us consider the following definitions:

• A web service is the main component of the workflow process; it is defined by its
domain and QoS attributes;

• An Agent HMM is the agent responsible for the analysis;
• QoS attributes are: response time, throughput, reliability and availability .
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The framework is comprised of four components: a workflow manager, a service
predictor, service improvement and service reconfiguration detailed as follows:

3.1. Workflow Manager

The Workflow Manager is the main component of the proposed framework; it receives
the addresses of the services used in the composition and then transfers them to the predic-
tor service to predict the imminent degradation of QoS. If there is an undesirable change
in the QoS of the invoked web service, the workflow manager invokes the improvement
service to find similar services that improve the user’s preferences and then inform the
reconfiguration service to replace the degraded service.

3.2. Service Predictor

The service predictor is the module responsible for predicting impending QoS changes.
The proposed processing is as follows: First, the predictor assigns an agent to each web
service and the agent monitors the web service by collecting QoS information; second, the
QoS information is processed using Box–Cox transformation and normalisation; third, it is
clustered according to its current HMM state (which reflects its QoS). Finally, if an agent
detects degradation in a web service QoS, it notifies the predictor service, which informs
the workflow manager to prepare a substitution of a similar web service with the help of
the service reconfiguration.

3.3. Service Improvement

The service improvement module fills the internal database from an external service
register using a recommendation algorithm. It selects the service that satisfies the user’s
preferences and saves a set of service candidates corresponding to the concrete service of
each composition. We discuss the recommendation algorithm in future work.

3.4. Service Reconfiguration

The service reconfiguration module aims to optimize the user’s preferences and
avoid the imminent QoS change. The workflow manager may receive a notification from
the predictive module or the improvement module. The notification is received from
the predictive module in the case of an imminent change in QoS and is received from
the improvement module when a service that better meets users’ needs is available. In
both situations, the workflow manager sends a message to the reconfiguration module to
perform an appropriate substitution using its internal database.

Figure 1. The proposed CWS framework architecture.

In Figure 2, using a UML sequence diagram, we illustrate an overview of our proposed
approach to predict impending changes to the suggested web services and dynamic recon-



Electronics 2021, 10, 1597 5 of 17

figuration of composite web services. First, once the client invokes a composite web service
to perform a task, the work manager informs the predictor of the selected web services’
addresses. Second, the predictor contacts each web service provider through agents to
obtain historical QoS data (e.g., response time, throughput, reliability and availability)
for them. The agents are responsible for analyzing and processing historical QoS data by
applying our proposed approach to predict the impending changes to the suggested web
services. Thirdly, historical data for each web service are grouped into clusters to obtain all
possible states that may happen to the web service. Fourthly, suppose the agent predicts
the existence of a change in the state of a web service; in that case, the predictor is notified
and, in turn, reports to the work manager. The latter requests the service reconfiguration to
replace the web service the QoS of which is degraded with another one that has a better
QoS. We represent the N states (s1, . . . , sn) for each web service (WS), where s1 represents
the normal web service state and sn represents the faulty state; the states between the two
previous states represent the progression in degradation from best state to faulty state.

Figure 2. Framework execution process.

In all of the following, we focus on the predictor service, which contains the main
contribution of our research paper.

4. A New Dynamic Reconfiguration Process

A new dynamic reconfiguration process is proposed. It is based on three main steps:
First, pre-processing the QoS data to be vectorized and normalized; second, the QoS
clustering service regroups the similar historical QoS data for each participating web
service in the composition, to identify the possible N states that a web service could be in
throughout their mission; third, an improved Hidden Markov Model is proposed to assure
QoS prediction accuracy.

4.1. Pre-Processing QoS

The QoS attributes, such as response time and throughput, have different ranges; one
attribute might overpower another, which negatively affects the efficiency of the clustering
algorithm. Moreover, a real-world QoS dataset takes on highly skewed distributions with
large variations [3,30]. Therefore, it is necessary to use a method to stabilize the data
variance and make the data more normally distributed while setting it in the same range,
for example [0, 1]. In our research, we used a combination of the Box–Cox transform
method [31] and a normalization method [32] for QoS data. The former was chosen for its
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suitability for distributions with outliers and extreme skews, and the latter was chosen for
mapping a dataset at the same scale, which is presented as follows:

Norm(Qi) =

{
(Box cox(Qi))−Qmin

Qmax−Qmin if Qmax−Qmin 6= 0
1 if Qmax−Qmin = 0

f or a positive QoS attributes

Norm(Qi) =

{
Qmax−(Box cox(Qi))

Qmax−Qmin if Qmax−Qmin 6= 0
1 if Qmax−Qmin = 0

f or a negative QoS attribute,

(1)

where Qmin and Qmax are the minimal and the maximal QoS values respectively, and

Box Cox(Qi) =

{
(Qi

θ−1)
θ if θ 6= 0

log(Qi) if θ = 0
(2)

In the relationship, (2) θ is the transformation parameter.

4.2. QoS K-Means Clustering

The main idea behind this step is to identify the possible states (N states) in which
web services could be throughout their mission. Similar non-functional properties (QoS)
are grouped together for each web service participating in the composition, and N states
are considered in this work to be discrete states inferred from the values of observed QoS,
such as the response time, reliability, availability, and throughput. The K-means clustering
algorithm is applied using a Euclidean distance scale to measure the similarity in clustering.

4.3. Improved Hidden Markov Model with SFLA-PSO Hybridization

The Hidden Markov Model is a time series model that is able to infer a sequence
of hidden states from an observation sequence. It is defined by the set of parameters
λ = (A, B, π), where A is the transition probability matrix , B represents the observation
model distributions and π is the set of initial probabilities. In a formal way, an HMM is a
stochastic process which has the following elements:

1. A set of N-hidden states S = {S1, S2, . . . , SN}. Note that a state of the model at time t
is denoted by qt ∈ S, 0 ≤ t ≤ T, where T is the length of the observation sequence
and qt denotes the current state.

2. A transition probability matrix A = {aij}. aij is the probability of transition from a
state Si at time t− 1 to another state Sj at time t

aij = P(qt = Sj | qt−1 = Si), 1 ≤ i, j ≤ N. (3)

3. An observation probability matrix denoted by B = {bj(xt)} defined by the probability
of emitting an observation xt at time t given Sj

bj(xt) = P(xt | qt = Sj). (4)

4. An initial state vector π = {πi} is defined by the probability of beginning in the state
Si (t = 0);

πi = P(q0 = Si), 1 ≤ i ≤ N. (5)

In this work, we redefine the QoS prediction model as follows:

Definition 1 (QoS state). We consider the QoS state at time t as the hidden state of an HMM
denoted by st and a random variable taking values in {S1, . . . , Sn} (i.e., good ,medium, . . . , and
bad). It represents the QoS state of web service at time instant t. The probability of transition from a
state Si at time t− 1 to another state Sj at time t is

aij = P(qt = Sj | qt−1 = Si), 1 ≤ i, j ≤ N, (6)
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where S ∈ {good, medium, . . . , and bad}.

Definition 2 (QoS observations). A sequence of observations X = {x0, x1, . . . , xt , . . . , xT},
where xt is the QoS information observed at time t is defined by the f-attributes,
xi = { f1, f2, . . . , fm, . . . , fM}. For instance, for M = 4, xi may be in the set {response time,
reliability, availability and throughput}. The probability of emitting an observation xt at time t
given Sj is

bj(xt) = P(xt | qt = Sj). (7)

Definition 3 (QoS initial state vector). We assume that the initial state vector for each web
service in the CWS begins in the appropriate QoS.

Definition 4 (The HMM decoding problem for QoS prediction). Our approach predicts
the next state qt+1 for each web service in the CWS, given the model λ∗ re-estimated at time
(t) corresponding to the sequence of observations X = {x0, x1, . . . , xt}, where xt is the QoS
information observed at time t. The Baum–Welch algorithm [33]—based on the forward (α) and
backward (β) iterative algorithm—is used to re-estimate the model of HMM, where λ∗ estimate the
model most representative of the sequence of observations X at time t. The Baum–Welch algorithm is
not discussed in this paper, for further information refer to [33]. We predict the state qt+1 as follows:

qt+1 = arg max
1≤j≤N

(
N

∑
i=1

αt(i)aij

)
, 1 ≤ i, j ≤ N, (8)

with α0(i) = πibi(x0), 0 ≤t≤ T and N is the number of degradation states in which a service
can appear.

4.3.1. Baum–Welch Limits for HMM Parameter Learning Applied to QoS Prediction

The Baum–Welch (BW) algorithm is used for estimating the parameters of the HMM.
However, the most critical limitation is that the algorithm efficiency of BW depends on
the initial value of the HMM parameters, in particular, the initial value of the emission
matrix [34] and the possibility of its convergence to the local optima [35]. Thus, proposing
a method that improves the initial value of the emission matrix is necessary.

The hybridization of methods such as the Shuffled Frog Leaping Algorithm (SFLA) [36]
and Particle Swarm Optimization (PSO) [37] with the Baum–Welch algorithm is a good
alternative for achieving this goal. We chose the SFLA because it has a robust global
optimization capacity [38,39], and the PSO because it is well-known for its fast convergence
and robustness [37,40].

4.3.2. A New Method for Selecting the Initial Emission Matrix

Finding the best emission matrix is an optimization problem in which a fitness func-
tion must be optimized. We consider the fitness function as the sum of the product of
the forward and backward variables of the BW algorithm, for which the probability of
generating the sequence of QoS information (x0, x1, x2, . . . , xt) should be maximized. The
fitness function is formulated in Equation (9):

f (λ) =
N

∑
i=1

αt(i)βt(l), (9)

where α(i) and β(i) are the forward and backward variables, respectively. f (λ∗) are the
optimal HMM parameters for the successive QoS information given at time t.

In our hybridization of SFLA and PSO methods, we assume that the initial population
of the emission matrix B0 (initial emission matrix) is created with a random function,
and it is sorted in descending order according to the value of the fitness function. Then
the population is divided into K sub-populations after achieving the best global solution,
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and each worst solution B0 in each sub-population learns from the best solution of their
sub-population using the PSO algorithm. After that, all sub-populations are combined
and split into new sub-populations. The process terminates when the final conditions are
satisfied. The proposed algorithm of SFLA–PSO for an improved Baum-Welch initialization
is detailed in Algorithm 1 as follows:

Algorithm 1: SFLA–PSO algorithm for an enhanced Baum–Welch initialization
Input : initial transition probability matrix: A0;

initial state vector π0
Initialize the coefficients c1, c2, r1, r2;
Initialize the Nb− iteration

Output : estimate model λ = (A, B, π) ;
1 begin
2 Generate random population of P solution of initial emission matrix B0

(b-solution);
3 Calculate the fitness function of each B0 in P;
4 Sort the population descending order of their fitness function values;
5 Get the gbest_solution of population P;
6 while Nb-iteration do
7 divide the population into k sub-populations;
8 for each sub-population do
9 get the best_solution and the worst_solution of sub-population;

10 Update the learning rate z using
11 zi+1 = c1ri

1zi + c2ri
2
(
best_solutioni − worst_solutioni)

12 Update the worst_solution of each B0 using
13 worst_solutioni+1 = worst_solutioni + zi+1

14 end
15 Shuffle the sub-populations;
16 calculate the fitness function of each B0 in P using baum-welch algorithm;
17 Sort the population in descending order of their fitness function values;
18 Update the global best solution gbest_solution;
19 end
20 return λ∗ = (A, B, π).
21 end

The PSO adaptation for the Baum–Welch algorithm considers the following concepts:
B0 is considered as a particle in the swarm, and the PSO global best particle is selected ac-
cording to the SFLA–PSO global best solution. The best_solution and the worst_solution are
considered respectively as the best solution and the worst solution in each sub-population.

The proposed algorithm pursues the following steps: First, an initial value is given
to the transition matrix A0 and initial state vector π0, as well as the initial values of the
learning parameters c1 and c2 associated to the components’ learning rate and the random
values r1 and r2, which are in the range [0,1] (input). Second, the population P associated
with the emission matrix B0 is generated randomly. Then, the fitness function is calculated
for each B0 in P using the Baum–Welch algorithm. Next, B0 is sorted in descending order
according to their fitness function values and the global best value is gated (lines 1 to 5). In
the next step, the emission matrix population is divided into k sub-populations and, for
each sub-population, the worst solution is optimized by using the worst and best solutions
in the sub-population (lines 6 to 14). Then, in lines 15 to 18 the grouping is performed again,
calculating the fitness function for each B0 in P, sorting B0 in descending order according to
their fitness function values and updating the global best value. By repeating this process
for a defined number of iterations, the algorithm converges to the best B0 solution.
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5. Experiments and Evaluation
5.1. Dataset

Experiments were performed using data from the WSDream dataset #3 because it
is suitable for large experiments where it counts a total number of 4500 web services.
These web services were invoked by 142 users in 22 different regions of the world in
64 different time slots with a 15-minute interval, in which each real web service was
invoked 142× 64 times.

5.2. Experiments Settings

The proposed approach was simulated using both JADE (Java Agent DEvelopment
framework) for implementation and Python for data pre-processing on a 64-bit windows
10 with core intel(R) i5-3450 processor and 4.00 GB of memory.

Blocked cross-validation was used to evaluate the prediction accuracy. We used
data from 80 different users over 64 different time slots and mapped into five subsets of
data arranged in chronological order. Each of these subsets of data contains a total of
1024 measurable pairwise values of response time and throughput. These five sub datasets
are again divided into two parts, one containing 80% of the data as a training dataset and
the other containing 20% of the data as a test dataset. To the best of our knowledge, the
blocked cross-validation has never been used to analyze the WSdream dataset in the field
of QoS prediction for web services.

Table 1 shows the parameters used for SFLA–PSO and Box–Cox transformation.

Table 1. Table of parameter.

SFLA–PSO Box–Cox Transformation

c1 = c2 = 2.0 acceleration coefficients θ = (0.007-, 0.05-)
P = 200 population size
k = 10 number of sub-population
n = 20 population size in each sub-population

Nb− iteration = 200 terminated condition

5.3. Evaluation Metrics

Experiments were conducted in terms of prediction accuracy to prove the effectiveness
of our proposed approach. To this extent, we used two different metrics to evaluate the
clustering algorithm and the QoS prediction method.

5.3.1. Clustering Algorithm Evaluation Metric

To evaluate the clustering algorithm, we used the Silhouette score [30]; this score is
commonly used as a synthetic indicator to evaluate the general quality of clustering, as well
as to determine the appropriate number of clusters. This index is based on the so-called
silhouette coefficient, which can be expressed according to Equation (10).

S(x) =
b(x)− a(x)

max(a(x), b(x))
, (10)

where a(x) is the average dissimilarity of the xth point to all other points in the same cluster
and b(x) is the average dissimilarity of the xth point with all objects in the closest cluster.
This measure has a range of [−1, 1]. In our approach, we selected the number of clusters
that returns the highest average; a score of 1 means the clustering algorithm is appropriate.
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5.3.2. QoS Prediction Evaluation Metric

We evaluated the prediction accuracy of our approach using two metrics, including
MAES (Mean Absolute Error State) and RMSES (Root Mean Square Error State). A smaller
MAES means a higher prediction accuracy. MAES is computed according to formula (11).

MAES =
1
T ∑

i∈N
(1− Probstatei), (11)

where Probstatei is the probability that a web service is predicted to be in state i, even
if it is originally in this state, T is the total number of test cases, and N is the number of
states. RMSES represents the Root Mean Square Error State, and is computed according to
formula (12).

RMSES =

√
∑i∈N(1− Probstatei)2

T
. (12)

5.4. The Clustering Algorithm Evaluation

To evaluate the k-means clustering algorithm on the WSDream3, we ran this algorithm
for a different number of clusters (k) and then plotted the average silhouette score (ten
independent runs). The clustering result for the WSDream dataset is shown in Figure 3. As
observed in this figure, the number of clusters that maximizes the silhouette coefficient is
K = 3.

Figure 3. The number of clusters.

5.5. Evaluation of the QoS Prediction Algorithm

We conducted three kinds of experiments: the prediction algorithm evaluation, the
success prediction ratio and the failure prediction ratio.

5.5.1. Accuracy Evaluation of the Prediction Algorithm

We selected 40 web services randomly and computed the average of the prediction
algorithm for 10 independent runs. Results are depicted in Figure 4. As can be seen, even
for highly changing web services, such as web service 6 in Figure 4a, the algorithm achieves
an accuracy greater than 75%. For less changing web services, such as web service 17 in
Figure 4b, the algorithm achieves an accuracy equal to 90%. Moreover, our formulation
of the QoS prediction problem as a QoS state prediction problem further enhances the
algorithm’s prediction accuracy. From this, we conclude that the dynamic change in the
QoS attributes of web services has no effect on the performance of our approach.
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(a) (b)

(c) (d)

Figure 4. The prediction algorithm evaluation results in terms of accuracy. (a) web service 1–10;
(b) web service 11–20; (c) web service 21–30; (d) web service 31–40.

5.5.2. Success Prediction Ratio

The success prediction ratio [41] computes the number of a successful state prediction
divided by the total number of performed predictions as formulated in Equation (13).
Let us remember that a state represents a web service’s quality at a time instant t. We
computed this ratio for forty different web services, and the obtained results are depicted
in Figure 5. On average, a successful prediction ratio more than 75% was attained as shown
in Figure 5a,b,d.

SuccessRatio =
Number o f success f ul predictions

Number o f predictions
. (13)

(a) (b)

Figure 5. Cont.
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(c) (d)

Figure 5. The prediction algorithm evaluation results in terms of success prediction ratio. (a) web
service 1–10; (b) web service 11–20; (c) web service 21–30; (d) web service 31–40.

5.5.3. Failure Prediction Ratio

The failure prediction ratio [41] computes the number of incorrect state predictions
divided by the total number of performed predictions as formulated in Equation (14). We
computed this ratio for forty different web services, and the obtained results are depicted
in Figure 6. On average, a failure prediction ratio of less than 25% was attained as shown
in Figure 6a,d.

FailureRatio =
Number o f f ailed predictions

Number o f predictions
. (14)

(a) (b)

(c) (d)

Figure 6. The prediction algorithm evaluation results in terms of failure prediction ratio. (a) web
service 1–10; (b) web service 11–20; (c) web service 21–30; (d) web service 31–40.

5.6. Accuracy Evaluation

To investigate the impact of the proposed PSO–SFLA hybridization for the Baum–
Welch algorithm on the prediction accuracy, we compared two variants of our proposed
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approach. The first variant is called the ‘Improved HMM based Agent’ and denotes the
method proposed in Section 4.3. The second variant uses traditional HMM using the Baum–
Welch algorithm and is denoted by ‘HMM based Agent’. Table 2 shows the comparative
results of the two discussed variants in terms of MAES and RMSES. The obtained results
show that our proposed PSO–SFLA hybridization method for Baum–Welch improved the
prediction accuracy on average by 7% according to MAES and by 8.8% according to RMSE.
Considering the dynamics of the web service environment in the WSDream dataset, we
can say that our approach produced remarkable results compared to the state-of-the-art
relying on local data.

Table 2. HMM state prediction accuracy evaluation results.

Improved HMM Based Agent HMM Based Agent

MAES RMSES MAES RMSES

data-set1 0.565 1.387 0.661 1.453
data-set2 0.507 1.262 0.620 1.434
data-set3 0.456 1.161 0.554 1.371
data-set4 0.416 1.123 0.435 1.131
data-set5 0.371 1.101 0.404 1.104
Average 0.463 1.206 0.534 1.298

5.7. Case Study

In this section, we evaluate the effectiveness of our prediction approach through a case
study. As our interest is in QoS evaluation, we will ignore the potential issue of functional
mismatch, as we randomly selected ten candidate web services for each abstract task from
our dataset. Figure 7 depicts a prototype application for a COVID-19 test, ordered with a
simplified workflow composed of four abstract tasks. Specifically, people who believe they
have symptoms related to the COVID-19 virus start to request an online testing service that
allows them to test for COVID-19 (questionnaire) and receive the results (S1). The patient
can then book an appointment at one of the nearby COVID-19 (S2) testing centres, based
on the patient locator service (S3). After confirmation, the ambulance or taxi service for the
patient (S4) will be booked.

Figure 7. A prototype application for online test COVID-19.

We consider three application execution settings:

1. Ideal case: in this case, we assume that all the web services are chosen with the best
QoS parameters to handle the client request. There is no degradation of QoS during
the work process in all selecting web services. This is the optimal case; it acts as
a benchmark.

2. Case of normal reactive approach: When the degradation occurs in a particular web
service already chosen in the work process, the execution process interrupts, selecting
the best candidate for the web service to be replaced with in the work process.

3. Case of our approach: We apply the IHMM-based Agent to QoS prediction. For each
pre-selected web service (candidate ws), we use the prediction results in dataset 5. That
is, each task dynamically chooses the best service according to current QoS predictions.

Assuming the maximum acceptable execution time is 1 s, where the execution time
is defined as the time difference between a service user sending a request and receiving
the corresponding response [42]. Figure 8 demonstrates the representative outcome of
application execution time under the execution conditions quoted above. The execution in
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the ideal situation (ideal case), without any degradation of the quality of service, requires
an average execution time of 0.28 s, and this is unlikely to happen due to the dynamic
nature of the web services. For the second case (reactive solution), the results show an
increase in the implementation time by 0.87 s, and this is due to the dynamic environment
of the web service, where when a degradation in the quality of service occurs, it is replaced
by another service that may also be subjected to degradation, which makes the execution
time more likely to increase with the repeated invocation of dynamic reconfiguration. In
the case of our approach (third case), the results show a very noticeable improvement
estimated to be 54% from 0.87 s to 0.4 s in execution time, and this refers to the optimal use
of dynamic reconfiguration during and before execution.

Figure 8. Comparison of three cases execution.

We compare the proposed framework and the works that are close to our approach,
such as [1,3], where we repeat experiments 50 times with our proposed approach, taking
into account the results found in comparative research, as shown in Figure 9. We note that
our approach reduced the use of dynamic reconfiguration (adaptation) by 9% more than the
results obtained in [1] despite our use of a real dataset. Our approach also outperformed
that reported in [3] by 5%.

Figure 9. Execution time comparison.
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6. Conclusions

In a service-oriented architecture environment, service reconfiguration provides the
ability to substitute or adapt a disrupted web service or degraded QoS values during
the workflow process. As the dynamism of the web services environment increases, the
workflow process may be subject to multiple interruptions from the service reconfiguration
due to fluctuations in the QoS values of web services. In this paper, a method for predicting
the QoS status of web services is proposed. This method uses the HMM to predict the
QoS status, where the prediction accuracy of HMM is improved using a hybrid meta-
heuristic algorithm (SFLA-PSO). The Box–Cox transform method is also used to stabilize
the data variance and make the data more normally distributed. Moreover, the K-means
clustering algorithm is used to obtain the possible states of QoS. The proposed method
is evaluated using block cross-validation on a real dataset and, with different evaluation
metrics, the proposed method achieves better prediction results compared to state-of-the-
art methods. For future work, we plan to improve the clustering algorithm with further
QoS attributes (such as reliability and availability). A further study will compare the
accuracy and efficiency of QoS status prediction and QoS values prediction.
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