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Abstract: This paper addresses the planning problem regarding the location and sizing of PV genera-
tors in distribution networks with a radial topology. This problem is mathematically modeled using
a mixed integer nonlinear programming (MINLP) model, which seeks to reduce the total annual
operating costs of the system for a planning horizon of 20 years. The objective function used in
this paper comprises three elements: (i) the energy purchase costs at the substation node (i.e., the
main supply node), (ii) the investment costs for the integration of PV generators, and (iii) the costs
associated with the operation and maintenance of these devices. To solve this problem, the inter-
connection of MATLAB and GAMS software is proposed, while using a master–slave methodology,
with which a high-quality solution to this problem is achieved. In the master stage, the MATLAB
software is used as a tool to program a discrete version of the sine–cosine algorithm (DSCA), which
determines the locations where the PV generators are to be installed. In the slave stage, using one
of the solvers of the GAMS software (BONMIN) with the known locations of the PV generators,
the MINLP model representing the problem to be studied is solved in order to find the value of the
objective function and the nominal power of the PV generators. The numerical results achieved in
the IEEE 33- and 69-node systems are compared with the mixed-integer conic programming model
solution reported in the specialized literature, thus demonstrating the efficiency and robustness of
the proposed optimization methodology.

Keywords: photovoltaic generators; minimization of total annual operating costs; electrical distribution
networks; GAMS software; MATLAB software; MATLAB-GAMS interface; master–slave methodology;
sine–cosine algorithm

1. Introduction
1.1. General Context

Due to the growing concern about global warming, mitigating the emission of pollut-
ing gases has become an important issue in recent years [1–3]. According to [4], for 2018,
the amount of CO2 emissions caused by electricity generation increased by 1.7%. It is
for this reason that, in many countries, the integration of photovoltaic (PV) systems into
the grid is being supported and carried out by both utilities and government agencies,
which has led to a structural change for energy suppliers, opening up competition in the
generation and distribution markets [5].

Additionally, the ability to collect solar energy and supply it in the form of electricity
has become a reality thanks to the development of solar panels and power electronics-based
converters [6,7]. Therefore, companies are looking for new technologies to provide their
customers with energy quality and reliability, so that the consumer, as a competitive decen-
tralized generator, can use PV systems for various purposes, as is the case of residential or
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commercial use, seeking to supply a generated demand [6]. This allows consumers to take
advantage of the solar resource to supply their own demand and thereby save money.

One of the main advantages of implementing PV generators in distribution power
systems is that they can improve the network voltage profiles, reduce the branch load
level, and provide environmental benefits by reducing pollutant gas emissions if adequate
planning and operation strategies are implemented [8]. Otherwise, the high integration of
PV systems in distribution networks can generate problems with regard to the network’s
operating limits, as mentioned in [9], which causes a poor energy dispatch and may
imply economic penalties for not complying with operation restrictions. Therefore, one
of the main challenges that arise when integrating PV systems into electrical systems is to
correctly determine their best location and optimal size, as the technical-operating status
of the electrical system can be seriously compromised with an inadequate integration
of these devices [10]. Consequently, the PV generator integration problem is part of the
mixed-integer nonlinear linear programming (MINLP) family of models, which includes
other planning problems for the expansion of distribution networks, such as the optimal
reconfiguration of distribution networks, the selection of the optimal conductor size, and the
location and sizing of existing and new substations, among others.

1.2. Literature Review

Some works have addressed the problem of integrating distributed energy resources
into distribution networks for multi-period scenarios. The authors of [11] used multi-
period planning for the integration of multiple energy resources in microgrids, aiming
for the minimization of investment and grid operation costs for all periods. The authors
of [10] proposed the integration of batteries and distributed generators based mainly on
renewable energy sources at medium and low voltages. The problem was decoupled into
two stages. First, a heuristic simulation-based algorithm defined the placement of the
distributed energy resources, and the solution of the mixed-integer linear programming
model defined their optimal daily outputs, which, together with test systems consisting of
11, 135, and 230 buses, demonstrated the effectiveness of the proposed approach in compar-
ison with conic programming models. The authors of [12] studied the problem regarding
the optimal siting and sizing of air-based energy sources in distribution and transmission
networks. This problem was represented through an MINLP model, which was solved
through the GAMS specialized software. Their main contribution was the discovery of the
capabilities of the reactive component of wind generator power to minimize the grid energy
losses. The main issue with this study is that the authors did not consider any costs in the
objective function, which implies that the systems may be oversized. The same concept
was extended to high-voltage transmission networks in [13] by considering PV genera-
tors with dynamic apparent power capacities. The exact MINLP model was also solved
in the GAMS environment. However, the investment and operating costs of renewable
energies were not taken into account. The study by [14] proposed a convex optimization
model based on second-order conic programming to minimize, through the integration
of PV sources, the total greenhouse gas emissions of distribution networks in rural areas.
With the proposed optimization approach, the search for the global optimum could be
ensured. However, the authors did not include economics in the optimal sizing problem,
and, as a consequence, it was not possible to apply this approach to real life. In light of the
above, the main contributions of this research are the formulation of a MINLP model that
formulates the optimal siting problem by minimizing the total costs of energy acquisition
at the compensator node, as well as those associated with PV generator investment and
operating costs, for a planning horizon of 20 years.

Similarly, PV panels, given their characteristics, can improve the voltage profiles of the
power supply and reduce the load level of the branches. In addition, thanks to the use of
the solar resource as a source of energy, no greenhouse gas emissions are generated when
producing electricity [8]. Therefore, a large number of PV generators have been installed
in distribution networks around the world, implying that the number of PV systems in
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distribution networks should increase and be comparable to the output of the main source.
In this case, PV systems could have serious implications for important technical aspects,
such as the quality of power supplied to customers by power utilities, operational protection
systems, and the islanding of PV systems [15,16]. In practice, utility regulations dictate
that, if the output is greater than 10% of power, PV systems must operate with a power
factor greater than 0.85 (supply or return). In some cases, voltage compensation systems
may be operated outside this limit with the consent of the utility company. To determine if
the PV array has a significant impact on the supply voltage, the size and location of the
PV array must be considered. This means that the voltage quality, influenced by the large
number and location of grid-connected PV systems, becomes an important issue. This
paper summarizes the results of a large number of random PV array installations in order
to provide useful guidance for the future implementations of PV arrays in distribution
systems. Therefore, within the framework of research on distribution networks, there
are multiple methods and/or possible solutions to the problem regarding the optimal
placement and sizing of photovoltaic sources with different approaches, such as reducing
power losses, improving voltage regulation, and minimizing operating costs, among others.

In 2012, ref. [17] presented the combination of genetic algorithms and particle swarm
optimization with the objective of minimizing grid power losses, improving voltage regula-
tion, and enhancing voltage stability with regard to system operation and safety constraints
in radial distribution systems. In 2017, ref. [18] presented an approach towards symbiotic
organism search in order to minimize active power loss. A year later, ref. [19] proposed the
implementation of the population-based incremental learning algorithm, along with the
use of particle swarm optimization to optimally locate distribution generators, and ref. [20]
suggested the use of the artificial bee colony algorithm to minimize power distribution
losses and improve voltage profiles. In 2019, ref. [21] presented a heuristic algorithmic
approach aimed at the optimal allocation of distributed generation and capacitor banks,
and ref. [22] followed a master–slave optimization approach with the constructive heuristic
vortex search algorithm, which works upon the basis of a Gaussian distribution and a
variable radius function in order to explore and exploit the solution space.

Then, in 2022, the authors of ref. [23] proposed a mixed-integer conic model (MIC),
whose main contribution was to find the optimal global solution through the combination
of the branch-and-cut method, which does not yield local optimal solutions, as is the
case of other types of algorithms. In ref. [24], the annual operating costs of distribution
networks were reduced by means of the discrete-continuous vortex search algorithm.
Finally, the authors of ref. [25] located and sized PV systems by means of a generalized
normal distribution optimization approach, and, in ref. [26], the location and sizing of PVs
was carried out using a modified gradient-based metaheuristic optimizer.

Finally, the objective function of many of the aforementioned studies aimed at mini-
mizing the total electrical energy losses, which can be easily modified into a multi-objective
problem when the optimal location and sizing of dispersed generation systems is required.
Therefore, many optimization algorithms were used to meet the multiple design objectives.
Furthermore, multi-objective algorithms can be divided into classical [27] and artificial intel-
ligence algorithms. Classical algorithms include several approaches, such as the analytical
one [28], which uses the iterative Newton–Raphson method for solving the load flow prob-
lem; linear programming [29] in order to minimize the cost of energy sales according to the
existing demand and maximize the benefit of customers who have distributed generation;
dynamic programming [30], which seeks to minimize distributed generation curtailment
and load disconnection, considering the current and future cost of energy, the uncertainty
of distributed generation, the reconfiguration of the grid, and the reduction of distributed
generation; and the exhaustive search technique [31], with which all possible inputs of an
objective function are evaluated in order to determine the best input; even though the pro-
cess is not efficient, it is reliable when it comes to arriving at the result. However, artificial
and hybrid intelligence algorithms perform better than classical ones. The superiority of
the former stems from their ability to find better optimal solutions at the cost of complexity.
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Many proposals have addressed dispersed generation planning using various artificial
intelligence algorithms, such as ant colony search [32], the Monte Carlo algorithm [33],
artificial bee colonies [34], and hybrid techniques [35]. The Jaya algorithm is among the
intelligent algorithms proposed by Rao and published in 2016 [36]. This algorithm aims for
victory in finding the best solution, hence the name Jaya (a Sanskrit word meaning victory).
The authors of [37] used a modified version of the crow search algorithm, adapting it into a
discrete–continuous form for the location and sizing of PV systems in distribution networks.
So far, this has been the study that has yielded the best results regarding the reduction of
power purchasing, investment, and operation and maintenance costs associated with PV
systems. Here, the proposed methodology is modified and implemented in order to estimate
the optimal capacities and the best locations for very high-penetration PV systems.

A summary of the algorithms that have been implemented, along with their year of
publication, can be found in Table 1.

Table 1. Summary of methodologies used in the literature for PV placement and sizing.

Method/Algorithm Acronym Ref Objective Function

Genetic Algorithm and Particle Swarm
Optimizer GA-PSO [17] Minimization of power losses

Harmonic Search Algorithm HSA [38] Minimizing power losses
Mixed Integer Nonlinear Programming MINLP [39] Minimizing real power losses

Optimization based on
Quasi-Oppositional Teaching QOTLBO [40] Minimization of power losses, improving voltage profiles,

and maximizing voltage stability
Radial Basis Function Neural Network

and Particle Swarm Optimization RBFNN-PSO [41] Minimizing power losses

Teaching Learning-Based Optimization TLBO [42] Minimizing power losses, improving voltage profiles,
and maximizing voltage stability

Krill-Herd Algorithm KHA [43] Minimizing power losses
Search for Symbiotic Organisms SOS [18] Minimizing active power losses

Population-Based Incremental Learning
and Particle Swarm Optimizer PBIL-PSO [19] Minimizing power losses and square error in the voltage profiles

Artificial Bee Colony Algorithm ABC [20] Minimizing power distribution losses and enhancing
voltage profiles

Heuristic Algorithmic Approach AHA [21] Minimizing power losses and improving voltage profiles
Constructive Heuristic Vortex Search

Algorithm CHVSA [22] Minimizing active power losses

Mixed-integer conic MIC [23] Minimizing the costs of power purchasing and PV purchasing,
investment, and operation

Discrete-Continuous Vortex Search
Algorithm DCVSA [24] Minimizing the costs of power purchasing and PV purchasing,

investment, and operation
Generalized Normal Distribution

Optimization DCGNDO [25] Minimizing the costs of power purchasing and PV purchasing,
investment, and operation

Metaheuristic Optimizer based on a
Modified Gradient MGbMO [26] Minimizing the costs of power purchasing and PV purchasing,

investment, and operation
Discrete–Continuous version of the

Crow Search Algorithm DSCSA [37] Minimizing the costs of power purchasing and PV purchasing,
investment, and operation

1.3. Motivation, Contributions, and Scope

In order to find a strategy for reducing the time and computational resources required
to perform an optimization process, this study proposes the communication between two
specialized software applications in order to achieve the best locally optimal solution.
As evidenced above, different optimization methodologies have been implemented which
allow obtaining a solution to the problem regarding the location and sizing of PV generators
in distribution systems. However, most of these solutions can get stuck in local optima,
which is why this paper proposes an optimization methodology that interconnects the
interfaces of MATLAB and GAMS through a master–slave methodology, with the aim
to solve the problem under study. The main advantage of this methodology is that it
allows said problem to be divided by stages in order to find a high-quality solution.
The master stage was programmed in MATLAB, where the discrete version of the sine–
cosine algorithm was used to determine the location of the PV generators. In addition,
in the GAMS software, using the BONMIN solver and the locations proposed in the master
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stage, the mathematical model that represents the problem is solved, thus finding the
optimal size of the PV generators and an objective function value that respects all the
technical-operating conditions of the system. The main contributions of this research are:

i. A complete description of the mathematical formulation representing the problem of
the siting and sizing of PV generators in distribution networks while considering the
deactivation of maximum power point tracking.

ii. A new optimization methodology based on the interconnection of MATLAB and
GAMS that allows finding the best locally optimal solution to the problem under study.

iii. A new master–slave methodology to solve the mathematical model representing the
problem under study. In the master stage, the MATLAB software is used as a tool to
develop the discrete version of the sine–cosine algorithm, with the aim to determine
the locations of the PV generators. Then, in the slave stage, GAMS is used to solve
the MINLP model that represents the studied problem, thus yielding the objective
function value and the necessary nominal power to be generated by the PV systems.

It is worth mentioning that this research identifies, as an opportunity for research,
the possibility of exploiting the advantages of combinatorial optimization methods in order
to solve optimization problems with discrete variables, as is the case of the sine–cosine
algorithm and its implementation in the MATLAB software, with the effectiveness and
robustness exhibited by the nonlinear programming tools available in the GAMS software.
This, in order to obtain an efficient solution methodology that allows the improvement of
the reported results regarding the optimal placement and sizing of PV generation units
in AC distribution grids. Note that the numerical results of this research will be regarded
as the new reference for the studied problem for future research focusing on the area of
renewable generation and its applications for electrical distribution networks.

1.4. Document Structure

This research paper has the following structure. Section 2 presents the mathematical
formulation associated with the problem of integrating PV systems in distribution grids,
whose objective function is to minimize the total annual operating costs. The proposed
MATLAB–GAMS interface is presented in Section 3. This interface uses a master–slave
methodology that combines the DSCA and the BONMIN solver. Section 4 presents the
main specifications of the 33- and 69-node test systems, the behavior of the generation
and demand curves used, and the constraints to be observed in order to find a value that
satisfies the objective function. Section 5 discusses on the results achieved for the analyzed
problem and the convergence analysis of the proposed methodology. Finally, Section 6
presents the conclusions of this study and future lines of research.

2. Mathematical Formulation

The mathematical formulation is divided into three sections in order to better explain
each of the stages of the problem. The first section deals with the formulation of the
objective function, the second section shows each of the model’s constraints, and the third
section describes and elaborates on each constraint.

2.1. Formulating Objective Function

To solve the optimization problem, an objective function Z minimizes the electric system’s
total annual operating costs. To this effect, the power purchasing costs at the substation node
( f1), the investment necessary to acquire the PV generators ( f2), and the costs associated with
the operation and maintenance of these generators ( f3) are taken into account. The objective
function, as well as each of its component functions, is presented from (1)–(4).

min Zcost = f1 + f2 + f3, (1)

f1 = CkWhT

(
ta

1− (1 + ta)
−Nt

)(
∑

h∈H
∑

i∈N
Pgc

i,h∆h

)(
∑
t∈T

(
1 + te

1 + ta

)t
)

, (2)
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f2 = CpvT

(
ta

1− (1 + ta)
−Nt

)(
∑

i∈N
Ppv

i

)
, (3)

f3 = CO&MT

(
∑

h∈H
∑

i∈N
Ppv

i,h ∆h

)
, (4)

Here, Zcost represents the total annual operating cost of the distribution network. f1 is
the part of the objective function that models the annualized cost of purchasing power
at the substation node terminals. f2 is the part of the objective function that accounts for
the annualized investment costs of the PV generation sources. f3 is the component of the
objective function that models the operating and maintenance costs of the PV generation
sources. CkWh refers to the cost of purchasing energy in the spot market. T is the number of
days in a year (i.e., 365 days). ta is the expected rate of return for the investments made
within the planning project. Nt is the number of periods considered in the planning horizon.
∆h is the duration for which the electricity variables are assumed to be constant. te is the
expected percentage increase of the cost of purchasing power over the planning horizon.
Cpv shows the average cost of one kW of installed power from a PV generation source.
CO&M represents the cost of operating and maintaining the PV generation sources. Finally,
N , H, and T are the sets containing all of the network nodes, periods, and years of the
planning horizon, respectively.

2.2. Set of Constraints

To solve this problem, the objective function must be bounded by the technical-
operating constraints that model the operation of an electrical system within a PV genera-
tion environment. This type of constraint includes the reactive and active power balances,
the voltage regulation limits of the nodes, and the limits regarding the power that can be
delivered by the generators, among others.

Pgc
i,h − Pd

i,h + Ppv
i,h = Vi,h ∑

j∈N
Yi,jVj,h cos

(
θi,h − θj,h − ϕi,j

)
,
{
∀i ∈ N , ∀h ∈ H

}
, (5)

Qgc
i,h −Qd

i,h = Vi,h ∑
j∈N

Yi,jVj,h sin
(

θi,h − θj,h − ϕi,j

)
,
{
∀i ∈ N , ∀h ∈ H

}
, (6)

Pgc,min
i ≤ Pgc

i,h ≤ Pgc,max
i ,

{
∀i ∈ N , ∀h ∈ H

}
, (7)

Qgc,min
i ≤ Qgc

i,h ≤ Qgc,max
i ,

{
∀i ∈ N , ∀h ∈ H

}
, (8)

xiP
pv,min
i ≤ Ppv

i ≤ xiP
pv,max
i ,

{
∀k ∈ N

}
, (9)

Ppv,min
i ≤ Ppv

i,h ≤ Ppv
i Gpv

h ,
{
∀i ∈ N , ∀h ∈ H

}
, (10)

Vmin
i ≤ Vi,h ≤ Vmax

i ,
{
∀i ∈ N , ∀h ∈ H

}
, (11)

∑
i∈N

xi ≤ Nava
pv , (12)

xi ∈ {0, 1}, {∀i ∈ N}, (13)

Here, Pgc,min
i is the active power of a conventional generator located at i in period h. Pd

i,h is
the active power demanded at node i in period of time h. Ppv

i,h is the active power generated
by a PV generation source located at node i in period h. Qgc

i,h is the reactive power of a
conventional generator located at node i in period h. Qd

i,h is the reactive power demanded
at node i in time period h. Gpv

h is the expected solar generation curve in the catchment
area where the distribution network is located. xi is a binary variable representing the
location of the PV generation source (i.e., 1 if connected or 0 if not connected). Vi,h and Vj,h
are the voltage magnitudes at nodes i and j during time period h, respectively, while Yij is
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the magnitude of the admittance relating nodes i and j, which has an angle varphii,j. θi,h,
and θj,h are the angles of the voltages at nodes i and j during time period h, respectively.
Vi

min, Vi
max are the lower and upper voltage limits for each node i. Pi

pv,min and Pi
pv,max are

the lower and upper power limits that can be delivered by a PV generation source located
at node i. Pi

gc,min and Pi
gc,max are the lower and upper values of active power delivered by

the conventional generator located at node i. Qi
gc,min and Qi

gc,max are the lower and upper
values of reactive power supplied by the conventional generator located at node i. Finally,
Npv is the constant associated with the number of distributed generators in the system.

2.3. Model Interpretation

The interpretation of the MINLP model described in Equations (1)–(13), the following
is as follows. Equation (1) describes the total costs for a year of operation of the distribution
network. This comprises Equation (2), which represents the annual energy purchasing costs
at the terminals of the conventional generation nodes; Equation (3), which expresses the
installation costs of the PV generation sources, considering a rate of return and bringing it
to the current year by employing annuity; and Equation (4), which represents the operation
and maintenance costs of the PV generation system, based on the power generated and the
number of hours in which it delivers energy to the grid. As for the problem’s constraints,
the active and reactive power balance are defined in Equations (5) and (6), respectively.
These equations must be fulfilled in a distribution system that has PV panels as its power
supply source. Given their nature, these equations behave in a nonlinear and non-convex
way. Box constraints (7) and (8) limit the power delivered by the conventional generator
within a predetermined range. Inequality (9) allows knowing the location of the PV
generator within the network using a binary variable (i.e., decision variable), which can
take values of 0 or 1, according to Equation (13), so, if its value is 0, it means that the
PV generator is not located at node i; if it is 1, the PV generator is located at node i.
Inequality (10) allows PV generation sources to disable maximum power-point tracking
in order to maintain the power balance in all periods. Box constraint (11) sets the voltage
regulation limits for each node in the system. Finally, inequality (12) states that the number
of PV systems in the network cannot be greater than the number available for installation.

3. Proposed Hybrid Optimization Approach

A master–slave methodology is employed to solve the problem regarding the location
and optimal sizing of PV generation sources in distribution systems, which interconnects
the interfaces of MATLAB and GAMS as the basis of operation. In the master stage, the MAT-
LAB implementation of a discrete version of the DSCA is proposed. The DSCA is in charge
of defining the locations where the available PV generation sources will be installed. On the
other hand, in the slave stage, the GAMS software (with the known locations) determines
the nominal power of each PV generation source. Similarly, the slave stage evaluates the
constraints associated with the problem, which are defined in Equations (5)–(13), in order
to determine the value of the objective function (Equation (1)).

3.1. Master Stage: DSCA

The DSCA is a metaheuristic optimization technique that explores and exploits the
solution space by using sine and cosine trigonometric functions, which vary in amplitude
as the iterations progress [44]. The SCA has been applied in different fields of power
systems. In [45], the SCA was used to determine the optimal power flow in order to solve
multi-objective problems containing variables such as generation costs, power losses, CO2
emissions, and voltage profiles, among others. The authors of [46] used the SCA in order to
optimize the reactive power generated in power systems integrating a distributed generator,
employing the IEEE 14-node test system. In [47], an automatic generation control was
implemented, using the SCA to determine the gains of a PID controller to be applied in
hydrothermal generators.
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One of the main characteristics of the DSCA is that it is a population-based optimiza-
tion technique, i.e., the optimization process starts with a set of random solutions. This
set is repeatedly evaluated by an objective function and improved by applying a set of
evolutionary rules, which will be shown below.

3.2. Initial Population

The initial population of individuals in the DSCA takes the structure shown in (14):

Xt =


Xt

11 Xt
12 · · · Xt

1Nv
Xt

21 Xt
22 · · · Xt

2Nv
...

...
. . .

...
Xt

Ni1
Xt

Ni2
· · · Xt

Ni ,Nv

 (14)

where Xt is the population of individuals at iteration t, Ni is the number of individuals
that make up the population, and Nv is the number of variables or the dimension of
the solution space. For this research paper, this denotes the number of PV generation
sources to be installed in the electric system (i.e., Nava

pv ). To create the initial population of
individuals, Equation (15) is used, which generates a matrix of discrete random numbers
within the lower and upper bounds defined for the problem regarding the location of each
PV generation source.

X0 = round(yminones(Ni, Nv) + (ymax − ymin)rand(Ni, Nv)) (15)

Here, ones(Ni, Nv) is a matrix of ones. rand(Ni, Nv) is a matrix of random numbers between
0 and 1 generated by a uniform distribution. round() is a function that rounds each
population element to the nearest integer. Finally, ymin and ymax are vectors representing
the maximum and minimum bounds of the decision variables associated with the location
of PV systems at the demand nodes.

Finally, each individual in the population is evaluated with regard to the objective
function through the slave stage, and the best solution is selected as the best individual
found so far (i.e., Xt

best).

3.3. Evolution Criteria

The DSCA was designed to evolve by considering a simple sine–cosine rule, where
there is a 50% probability of evolving with the sine function and 50% of evolving with the
cosine function, as shown in (16) [44]. With this equation, starting from Xt

best, it is possible
to generate new individuals Pt+1

i .

Pt+1
i =

{
round(Xt

i + r2 sin(r3)
∣∣r4Xt

best − Xt
i

∣∣) if r1 < 0.5
round(Xt

i + r2 cos(r3)
∣∣r4Xt

best − Xt
i

∣∣) if r1 ≥ 0.5
(16)

where Pt+1
i is the individual resulting from the application of the evolution criterion and

represents a possible solution that can replace Xt
i ; the parameter r1 is a random number

between 0 and 1, which guarantees the equality of commutations between the trigonometric
sine and cosine functions [48]; the parameter r2 is a variable responsible for determining
the point to which the resulting new individual [48] should be moved in the solution space,
near the best solution Xt

best, as shown in r2.

r2 = a− t
a

tmax
(17)

where t is the current iteration, tmax is the maximum number of iterations, and a is a
constant, which takes a value of 2 in this paper, as recommended in [48]. Moreover, r3
is a random number between 0 and 2π which is responsible for determining how far or
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how close the new potential solution moves with respect to the current best solution [48].
Finally, r4 is a random number between 0 and 1.

3.4. Updating the Individuals

Finally, an individual Xt
i from the current population is replaced if and only if the

result of the objective function of a potential individual Pt+1
i is lower (i.e., minimization

problem); otherwise, this individual remains in the population. Such behavior is evident
in (18).

Xt+1
i =

{
Pt+1

i if F(Pt+1
i ) < F(Xt

i )

Xt+1
i otherwise

(18)

where F(·) represents the evaluation of an individual’s objective function in the slave
stage. Once the individuals in the population are updated, the best individual in the new
population Xt+1 is taken as Xbest.

Algorithm 1 summarizes the implementation of the DSCA to solve the PV generation
source location problem.

Algorithm 1: Sine–cosine algorithm to solve the problem regarding the siting
and sizing of PV generation sources [49].

Data: The information related to the optimization problem is entered, as well as
the parameters required by the DSCA;

Create the initial population (initial locations of PV systems) from Equation (14);
Do t = 0;
Evaluate the objective function value of the objective function of each individual

in the slave stage (Evaluate the PF, constraints, and OF with the initial locations);
Select the best solution from the population as Xt

best;
for t = 1 : tmax do

for i = 1 : Ni do
Generate the values r1, r2,r3, and r4;
Generate the potential individual Pt+1

i from Equation (16);
Evaluate the objective function value of the potential individual in the slave
stage;

if F(Pt+1
i ) < F(Xt

i ) then
Replace the individual in the population with the potential individual;

else
Preserve the individual in the population;

end
end
Select the best solution from the new population as Xbest;

end
Result: Take Xbest as the solution to the optimization problem. (optimal locations
and value of the objective function)

3.5. Slave Stage: GAMS

GAMS is a specialized software that models real-world optimization problems in
a simple programming language [50]. This software allows solving linear, nonlinear,
and mixed-integer optimization problems (linear and nonlinear), finding solutions of
excellent quality, with reduced processing times and low standard deviations. Sometimes,
it can even find the optimal solutions of the problem [50]. This tool provides the user with
an interface in which the mathematical model of a problem can be entered in a simple way,
it has several solvers for the user to choose, and it shows the behavior of the model and the
resulting variables.
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The purpose of the slave stage, executed by GAMS, is to evaluate the optimization
model based on the locations generated by the DSCA, in order to determine the dimensions
of each PV generator and, with these two parameters, to evaluate the objective function in
compliance with the restrictions outlined in Section 2. After this process, GAMS delivers
the total cost associated with the objective function, and this value is sent to MATLAB as
an input parameter in the execution of the DCSA.

3.6. Interface Connection

To interconnect both interfaces, it is necessary to consider the file compatibility of both
programs [51]. In this regard, the Excel software is used as an intermediary to ensure an
effective exchange of information between MATLAB and GAMS. Thus, the interfaces are
interconnected via .xlsx files, through which the data necessary for the evaluation of the
MINLP model defined in Section 2 are sent and received. However, as shown in Figure 1, it
is necessary to use a function that allows for the reading and writing of these files in the
software, as mentioned earlier.

Version February 22, 2023 submitted to Resources 12

MATLAB

Excel

GAMS

Excel

xlswrite(.xslx)

GDXXRW(.gdx)

GDXXRW(.xslx)

xlsread(.m)

Figure 1. Representation of the information exchange in the connection of the MATLAB-GAMS
interfaces
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To find the value of the objective function defined in Equation (1), the parametric
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Figure 1. Representation of the information exchange in the connection of the MATLAB-GAMS interfaces.

In the case of the GAMS software, the GDXXRW function is used, which allows for
the reading and writing of Excel spreadsheets [52]. This function allows creating a .gdx file
for reading multiple data ranges in .xslx format in the GAMS software. Reciprocally, this
function allows writing data from the GAMS software into a .xslx file for further processing
in Excel. In the case of MATLAB, the xlswrite and xlsread functions are used. The former
allows writing data with a .m extension in .xlsx files, which is used to write the locations
of the PV generators; and the latter allows reading the .xlsx file within MATLAB. This
function is used to read the value of the objective function resulting from the evaluation
in GAMS.

Finally, a summary of the proposed methodology is presented in Figure 2. This
figure represents the work cycle upon which the implemented methodology is based.
MATLAB is entrusted with evaluating the objective function associated with the total costs
(as described in Equation (1)) within the DSCA algorithm, generating a set of initial PV
generator locations, which are then sent to Excel to be later read by GAMS. Afterwards,
the locations are evaluated, considering all constraints regarding the number of generators,
optimal power flow, and power balance. Finally, the size of the generators and the new
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value of the objective function are obtained. The latter is sent to an Excel file to be read by
MATLAB, which restarts the process and evaluates the number of predetermined iterations.

One of the advantages of this information exchange is that it allows for the connection
between both interfaces, with the ability to execute .xlsx and .csv files, which allows
processing large amounts of data in reduced computation times. However, it should be
noted that the GDXXRW function is only available for devices with a Windows operating
system [52].

Version February 22, 2023 submitted to Resources 13
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derived from applying the proposed methodology to solve the problem regarding the
location and sizing of PV generation sources in the two test systems selected for this study.
All numerical simulations were performed by interfacing MATLAB version 2020b and 430

Figure 2. Flow chart of the proposed methodology.

4. Test Systems

This section presents the test systems used to validate the MATLAB-GAMS interface
developed within the framework of a master–slave operation scheme. The electrical systems
correspond to the IEEE 33- and 69-node test feeders with a radial topology. The main
technical specifications of each test system are shown below.

4.1. First Test Feeder: IEEE 33-Node

This test feeder consists of 33 nodes and 32 lines, and it was initially proposed in [53].
The substation node or slack node is located at node 1 and has a nominal voltage of 12.66 kV.
Its electrical diagram is shown in Figure 3a. In addition, the electrical parameters (i.e., the
impedance of the distribution lines and complex power consumption at the demand nodes)
can be consulted in in [54].
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Figure 3. Electrical scheme of the test feeders: (a) IEEE 33-node and (b) IEEE 69-node.

4.2. Second Test Feeder: IEEE 69-Node

The IEEE 69-node test feeder has 69 nodes and 68 distribution lines. It was initially
proposed in [55]. The substation node is located at node 1 and operates at a nominal voltage
of 12.66 kV. Figure 3b shows the network configuration diagram. The electrical parameters
of this test system are specified in [54].

4.3. Additional Parametric Information

To find the value of the objective function defined in Equation (1), the parametric
information shown in Table 2 is used [56,57].

Table 2. Parametric information for evaluating the objective function.

Parameter Unit Value Parameter Unit Value

CkWh 0.1390 USD/kWh te 2 %
Cpv 1036.49 USD/kWp Nt 10 años

CO&M 0.0019 USD/kWh Ppv,min
i

0 kW
∆h 1 hour Ppv,max

i 2400 kW
T 365 days Nava

pv 3 -
ta 10 % ∆V ±10 %

Additionally, as input for the MINLP model, this study takes the typical generation
and demand behavior curves for an average day in the city of Medellín, Colombia, as shown
in Figure 4 [58].
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Figure 4. Average solar generation and power demand curve for a typical day in Medellín, Colombia.
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5. Numerical Results and Simulations

This section presents the numerical results, validations, analysis, and discussions
derived from applying the proposed methodology to solve the problem regarding the
location and sizing of PV generation sources in the two test systems selected for this study.
All numerical simulations were performed by interfacing MATLAB version 2020b and
GAMS on a computer with an Intel(R) Core(TM) i5-8260 processor CPU@2.40Ghz, 12 GB of
RAM, and a 64-bit Windows 10 Home operating system.

To demonstrate the effectiveness of the proposed master–slave optimization method-
ology, i.e., the DSCA (MATLAB) in the master stage and the BONMIN solver (GAMS) in
the slave stage, to solve the studied problem, the results are compared with those obtained
in [23]. The cited paper is the most recent research that performs a conic relaxation of the
MINLP model presented in Section 2, obtaining a mixed integer conic programming model
(MICbeta), with β being a parameter that controls the value of the objective function and
can take values of 0, 1/2, and 1. Note that both methodologies solve the problem of siting
and sizing PV generation sources by not following the PV generation curve (Figure 5),
i.e., the PV generators, depending on the system’s power conditions, will not always in-
ject their maximum capacity. In addition, numerical comparisons with literature reports
based on combinatorial optimization methods are also included. The methods used for
comparison are the discrete-continuous versions of the vortex search algorithm (DCVSA),
the generalized normal distribution optimizer (DCGNDO), and the crow search algorithm
(DCCSA) [37].

5.1. Numerical Results for IEEE 33-Node Test System

Table 3 shows the results of the DCSA-BONMIN and MICβ master–slave methodology
in the IEEE 33-node test system. The information is presented as follows: the methodology;
the location where the PV generators are installed, along with their nominal powers; and the
percentage of reduction obtained by each methodology with respect to the benchmark case.

Table 3. Numerical results obtained by the metaheuristic optimizers and the proposed methodology.

Method Location (Node) Size (MW) Acost (USD/Year) Reduction (%)

Benchmark case - - 3,700,455.38 -

MIC0 [11, 16, 32] [1.8400, 0.6799, 2.3083] 2,603,465.00 29.64
MIC1/2 [13, 24, 29] [1.4116, 1.7145, 1.9471] 2,597,283.00 29.81
MIC1 [13, 24, 30] [1.4392, 1.7745, 1.8596] 2,597,139.00 29.82

DSCA-BONMIN [14, 24, 30] [1.3877, 1.8007, 1.8852] 2,597,131.26 29.82

Based on Table 3, the following remarks can be made. (i) The best solution obtained
for this problem so far was found by MIC1, with a total annual operating cost of US-
D/year 2,597,139.00. In addition, the worst solution was found by MIC0, with a total
annual operating cost of USD/year 2,603,465.00. (ii) The proposed methodology finds the
best solution, achieving a decrease of 1,103,324.12 USD/year with respect to the baseline
case, which confirms that the overall optimal cost solution for the 33-node test system is
2,597,131.26 USD/year and is obtained by locating the PV generators at nodes 14, 24, and 30,
with an installed power capacity of 5.0736 MWp. (iii) The DSCA-BONMIN approach offers
better performance in the objective function regarding the comparison methodologies,
with reductions of USD 6333.74/year with respect to MIC0, USD/year 151.74 with respect
to MIC1/2, and USD/year 7.74 with respect to MIC1. (iv) The methodologies used to deter-
mine the placement and sizing of PV generators allow for reductions of more than 29% with
respect to the benchmark case, with DSCA-BONMIN being the methodology that achieves
the most significant reduction (29.8159%). By comparing this proposal to the alternative
solution methodologies, a decrease in the annual operating costs of approximately 0.1712%
compared to MIC0 can be observed, as well as 0.0041% compared to MIC1/2 and 0.0002%
compared to MIC1.
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5.2. Comparison with Metaheuristics—IEEE 33-Node Test System

Table 4 shows the best results obtained by the metaheuristic algorithms, which are
compared to those of the proposed methodology.

Table 4. Comparison of the results obtained by the metaheuristic optimizers and the proposed methodology.

Method Location (Node) Size (MW) Acost (USD/Year) Reduction (%)

Benchmark case - - 3,700,455.38 -

DCVSA [11, 14, 31] [0.7606, 1.0852, 1.8030] 2,699,761.71 27.0424
DCGNDO [10, 16, 31] [1.0083, 0.9137, 1.7257] 2,699,671.76 27.0436

DCCSA [10, 16, 31] [1.0093, 0.9138, 1.7246] 2,699,671.76 27.0449

DSCA-BONMIN [14, 24, 30] [1.3877, 1.8007, 1.8852] 2,597,131.26 29.82

In order to compare the results of the proposed approach with respect to methodologies
that have implemented metaheuristic algorithms, the results of the DCCSA algorithm [37]
were taken as a reference, since they have so far reported the greatest cost reduction,
considering that the methodologies proposed in the research of the DCCSA algorithm have
the restriction of delivering the maximum energy produced by the PV panels (MPPT) to
the entire electrical power system.

In addition, our proposal is compared against other algorithms such as the DCVSA [24]
and the DCGNDO [25]. It can be observed that the DCVSA entails an improvement of
27.0424% with respect to the base case, and a difference of 2.7776% with respect to the DSCA-
BONMIN methodology, which represents a total cost of 102,630.45 USD/year. With respect
to the DCGNDO and DCCSA, although the locations and sizing proposed in these two
algorithms are very similar, the DSCA-BONMIN methodology implies improvements of
2.7764 and 2.7751%, which represents an economic value of 102,340.5 USD/year.

5.3. Numerical Results for IEEE 69-Node Test System

Regarding the 69-bus system, Table 5 shows the values obtained by the DSCA-
BONMIN and MIC methodologies for comparison purposes. It contains data similar
to that in Table 3.

Table 5. Numerical results obtained by the metaheuristic optimizers and the proposed methodology.

Method Location (Node) Size (MW) Acost (USD/year) Reduction (%)

Benchmark case - - 3,878,199.93 -

MIC0 [23, 27, 46] [2.3578, 0.0585, 2.4000] 2,752,021.00 29.04
MIC1/2 [17, 49, 61] [1.0977, 1.7981, 2.4000] 2,721,282.00 29.83
MIC1 [17, 49, 61] [1.0977, 1.7981, 2.4000] 2,721,282.00 29.83

DSCA-BONMIN [8, 17, 61] [2.0714, 0.8300, 2.3999] 2,720,707.63 29.85

According to the results shown in Table 1, it is possible to state the following. (i) The
solutions with the lowest reductions are MIC1/2 and MIC1, which minimize the total costs
up to USD/year 2,721,282. (ii) With the DSCA-BONMIN methodology, a better solution
can be obtained which reduces the total costs by USD/year 1,157,492.30, locating the PV
generators at nodes 8, 17, and 61, with a total installed power of 53,013 MWp. (iii) Regarding
MIC0, MIC1/2 and MIC1, DSCA-BONMIN achieved reductions of USD/year 31,313.37,
USD/year 574.37, and USD/year 574.37, respectively. (iv) With the methodologies that have
been proposed for siting and sizing PV generators in distribution systems, a reduction of
around 29% with respect to the benchmark case was achieved. The proposed methodology
obtained a reduction percentage of 29.8%. In comparison with the other methodologies
shown in Table 1, DSCA-BONMIN outperforms MIC0 by 0.8074%, MIC1/2 by 0.0148%,
and MIC1/2 by 0.0148%.
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5.4. Comparison with Metaheuristics—IEEE 69-Node Test System

Table 6 shows the best results obtained by some metaheuristic algorithms, which are
compared against those of the proposed methodology for IEEE 69-bus test system

Table 6. Comparison of the results obtained by the metaheuristic optimizers and the proposed methodology.

Method Location (Node) Size (MW) Acost (USD/Year) Reduction (%)

Benchmark case - - 3,700,455.38 -

DCVSA [16, 61, 63] [0.2632, 2.2719, 2.2934] 2,825,264.56 27.1502
DCGNDO [21, 61, 64] [0.4812, 2.4, 0.9259] 2,824,923.38 27.1589

DCCSA [21, 61, 64] [0.4816, 2.4, 0.9254] 2,824,923.05 27.1589

DSCA-BONMIN [8, 17, 61] [2.0714, 0.8300, 2.3999] 2,720,707.63 29.85

Following the same analysis described in Section 5.2, Table 6 shows a comparison of the
results obtained by the proposed methodology with respect to the DCVSA, the DCGNDO,
and the DCCSA. The DCVSA shows an improvement of 27.1502% with respect to the
base case, and a difference of 2.6998% with respect to the DSCA-BONMIN methodology,
which represents a total cost of 104,556.75 USD/year. With respect to the DCGNDO and
the DCCSA, although the locations and sizing proposed in these two algorithms are very
similar, the DSCA-BONMIN methodology shows an improvement of 2,6911%, which
represents an economic value of 104,215.42 USD/year.

5.5. Convergence Analysis

To show the convergence behavior of the proposed DSCA-BONMIN approach in
solving the problem studied herein, Figure 5 shows how the value of the objective function
evolves as the number of iterations increases for the IEEE 33- and 69-bus systems.

Figure 5a and b show the convergence graph of the implemented methodology for
the IEEE 33-node and 69-node test systems. It can be noted that the DSCA-BONMIN,
in its first iteration, finds values of USD/year 2,598,423.07 for the 33-node system and
USD/year 2,722,082.87 for the 69-node system. Around iteration 22, the DSCA-BONMIN
finds the lowest objective function value for the 33-node system, whereas for the 69-node
system, it finds the lowest value around iteration 26, which shows that the proposed
methodology converges quickly to an efficient solution. The above confirms that the DSCA-
BONMIN is an effective and robust tool to solve the problem regarding the location and
sizing of PV generators in power distribution systems with the aim to reduce their annual
operating costs. This makes the proposed methodology the best option when solving
the problem under study in the IEEE 33- and 69-node test systems, achieving the best
solution from an economic point of view while observing all of the system’s technical and
operating constraints.
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Figure 5. Behavior of the objective function value for the test feeders: (a) IEEE 33-node and (b) IEEE 69-node.

6. Conclusions and Future Works

This research paper proposes an optimization methodology based on the connection
of the MATLAB and GAMS interfaces to solve the location and sizing problem of PV
generators in distribution power grids. One of the main advantages of this methodology
is that it allows solving both parts of the problem separately by means of a master–slave
methodology while ensuring a high-quality solution. In the master stage, the DSCA,
programmed in the MATLAB software, selects the best locations for the PV generators.
In the slave stage, the GAMS software, via the BONMIN solver, is entrusted with solving
the MINLP programming model, where, with the locations provided by the master stage,
all of the mathematical model’s constraints are evaluated, the nominal power of each
PV generator is determined, and the value of the objective function is also evaluated.
The objective function employed in this research is the minimization of the total annual
operating costs of an electrical distribution system for a planning horizon of 20 years, which
is composed of three parts: the cost of purchasing electrical energy at the terminals of the
main generator or the substation node, the installation cost of the components required for
the PV generation systems, and their operation and maintenance costs.

According to the numerical results obtained in the IEEE 33- and 69-node test systems,
the proposed approach is robust, efficient, and practical when compared to the mixed
integer conic programming model (MIC) reported in the specialized literature.

The main conclusions of this study are presented below:

• For the proposed simulation scenario, the master–slave methodology, when compared
to the base case, allows for reductions of approximately USD/year 1,103,324.12 and
USD/year 1,157,492.3 in the IEEE 33- and 69-node test systems, respectively. These
results constitute the highest reductions when solving the problem regarding the
siting and sizing of PV generators, with values of 29.82% for the 33-node system and
29.85% for the 69-node grid. This means that the MATLAB-GAMS interface achieves a
high-quality solution for the problem addressed in this research paper.
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• The proposed solution methodology succeeds in finding a high-quality solution to the
problem, outperforming the solutions reported by the MIC in the specialized literature.
The literature reports that the MIC solution ensures that the optimal global point is
found via the interior-point method combined with the branch-and-cut optimization
approach. However, the presence of binary variables increases the complexity of the
problem, making it difficult to find the global optimum due to the approximations
involved in the MIC approach. The above demonstrates that the proposed methodol-
ogy is the best at solving problems that involve binary and continuous variables, as it
separates the location problem from the sizing problem.

• As seen in the convergence curve, the proposed methodology is independent of the
number of nodes in the system under study. Due to the high complexity of the MINLP
model, as the number of nodes in the system increases, the solution space becomes
larger, and the chances of getting stuck in a locally optimal solution increase. However,
it takes the proposed methodology about 22 and 26 iterations to find a high-quality
solution for the IEEE 33- and 69-bus test systems, respectively. The above leads to the
conclusion that the MATLAB-GAMS interface is the best choice for solving the problem
regarding the location and sizing of PV generators in distribution power grids.

As future work, the following studies could be conducted: (i) using metaheuristic
algorithms with a high numerical performance to solve the PV generator location problem,
such as the vortex search algorithm, the ant lion optimizer, or the crow search algorithm,
among others; (ii) using a multi-objective formulation to solve the studied problem from
the economic, technical, and environmental points of view while observing the technical
operating conditions of the system; and (iii) using the proposed methodology to solve the
problem regarding the location and sizing of D-STATCOMs in distribution grids.
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