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Abstract

:

Semantic segmentation is a machine learning task that is seeing increased utilization in multiple fields, from medical imagery to land demarcation and autonomous vehicles. A real-time autonomous system must be lightweight while maintaining reasonable accuracy. This research focuses on leveraging the fusion of long-wave infrared (LWIR) imagery with visual spectrum imagery to fill in the inherent performance gaps when using visual imagery alone. This approach culminated in the Fast Thermal Fusion Network (FTFNet), which shows marked improvement over the baseline architecture of the Multispectral Fusion Network (MFNet) while maintaining a low footprint.
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1. Introduction


Semantic image segmentation is a classification task involving transforming an input image into a more meaningful representation upon which the system can make decisions. The goal of a system tasked to perform semantic image segmentation is to assign a class label to all pixels in an image that share similar features/properties. Typically, this would involve assigning a class label to all pixels of the detected objects of the same type in an image. The new representation distinguishes objects within the image from the background and delineates the boundaries between these objects. This process has found usefulness in aerial imagery boundary delineation, medical imagery, and autonomous vehicle applications.



Early methods of semantic image segmentation utilized techniques, such as clustering, support vector machines (SVMs), and Markov random fields. With the explosion of research within the deep learning field, researchers focusing on the semantic image segmentation task pivoted to deep learning techniques with great success [1]. They were often setting new records on popular segmentation benchmarks. Of these new deep learning techniques, CNNs stood out as being particularly successful. The fully convolutional strategy was thoroughly studied in 2015 by Long et al. culminating in the FCN architecture [2] and has since become the most widely adopted strategy for solving semantic segmentation tasks. This drove the development of many state-of-the-art architectures utilizing fully convolutional approaches, such as Segnet [3], ENet [4], UNet [5], MFNet [6], and others.



Semantic image segmentation has been utilized in the field of autonomous vehicles to make driving decisions based on environmental data typically captured via cameras mounted on the vehicle. Sensory fusion-based approaches aim to improve accuracy by utilizing multiple sensory inputs, primarily radar, cameras, and lidar. Long-wave infrared spectrum (LWIR) cameras have yet to see much use in modern sensory fusion approaches, likely due to the high cost of high-resolution data acquisition systems. However, companies such as FLIR have begun introducing low-resolution LWIR cameras onto the market. LWIR cameras used in a sensory fusion approach can compensate for some of the limitations of a purely visual spectrum camera. Such limitations can be mitigated, including low-light conditions, objects obscured by smoke/fog/precipitation, and lighting conditions, such as low sun angle.



A new type of sensory fusion utilizing LWIR and visual spectrum data can lead to higher performance in accuracy metrics. The extra data in LWIR images can compensate for gaps in visual spectrum data, particularly in less ideal road conditions. This extra data can be leveraged in CNN-based semantic image segmentation models, leading to high accuracy metrics and better decision-making capabilities for autonomous driving systems.



This research proposes a new architecture, the Fast Thermal Fusion Network (FTFNet), that aims to achieve real-time performance with a small footprint. In addition, FTFNet improves upon the accuracy of other high-speed state-of-the-art segmentation models, particularly MFNet. Finally, FTFNet leverages multispectral data using sensory fusion to allow FTFNet to perform in various environmental conditions. Additionally, the proposed loss function, the categorical cross-entropy dice loss, used in FTFNet is tested and shown to increase performance over the other tested loss functions.




2. Background


In the field of machine learning, researchers are always pushing for higher accuracy with a lower footprint and faster inference times. As progress is achieved, technology moves from the realm of theory into the realm of application. This is where machine learning research intersects with autonomous vehicle applications.



It has been found that fusing multiple sensory modalities has the potential to achieve greater accuracy than any one sensor modality alone [6]. This fusion technique was explored in the FuseNet architecture, which leveraged multiple encoders to extract information from different sensory modalities [7]. In this vein, the fusion of visual and infrared spectrum images into a multispectral image can be leveraged to fill in the gaps of any component sensory modalities. Multispectral Fusion Network (MFNet), proposed by [6], leveraged this sensory fusion approach to deliver a real-time, accurate semantic segmentation model.



Visual spectrum cameras have issues in conditions where precipitation, smoke, and fog exist. These conditions cause visible light to scatter when traveling through the obstructions, resulting in a loss of information. However, these obstructions do not scatter IR light as easily. Thus, one can utilize IR imagery to fill in the gaps in the visual spectrum information [8].



Similarly, visual spectrum cameras particularly struggle in low-light conditions. Due to the properties of IR, any object above absolute zero will emit IR wavelengths. This allows cameras in the MWIR and LWIR spectrums to detect these objects in absolute darkness. IR cameras are also unaffected by sun angle, which could obscure a visual spectrum camera, as they are unaffected by visual spectrum wavelengths emitted by the sun.



On the other hand, IR imagery alone does not lead to a very robust solution. IR imagery lacks the textural information that is captured in the visual spectrum. IR imagery also lacks the color information that is present in the visual spectrum. A fusion of the two sensor modalities captures the best of both sensor types and allows reliable operation in a wide variety of environmental conditions.




3. Baseline Architecture


The Multispectral Fusion Network (MFNet) is selected as the baseline architecture utilized in this research. MFNet is a network architecture designed to leverage sensory fusion in the form of multispectral data, specifically thermal imagery. One of the critical features of MFNet is its ability to perform segmentation tasks in real time. In addition to the above, MFNet has been chosen based on its ability to provide a real-time segmentation solution while maintaining a low footprint and reasonable accuracy. This is accomplished by an encoder–decoder-style neural network, with separate encoder stages for each sensory modality and then a shared decoder where features from the thermal and visual spectrum are concatenated and passed through the decoder [6]. Figure 1 and Figure 2 detail the overall architecture and fusion method respectively.



The encoder is comprised of five stages. The first three stages utilize convolutional layers with downsampling via max pooling to perform the initial feature extraction. Leaky ReLU is utilized as the activation function for all convolution operations. In addition, batch normalization is performed after each convolution operation. The final two stages replace the plain convolutional blocks with a mini-inception block to increase the receptive field. The mini-inception block accomplishes its increase in the receptive field by utilizing dilated convolutions with a dilation rate equal to two. The input is split into two branches, one undergoing a regular convolution operation and the other undergoing dilated convolution before the two branches are concatenated. There are skip connections in stages two through four that are connected to the corresponding decoder stages to preserve features.



After the encoder stage, the thermal and visual spectrum feature maps are concatenated and undergo a series of upsampling and convolution operations to restore the spatial resolution and fuse the thermal and visual information. Decoder stages two, three, and four concatenate the skip connections from the corresponding encoder stages, and then perform an addition operation with the previous decoder stage before upsampling and convolution. Batch normalization and leaky ReLU are performed after each upsample and convolution. Once the feature maps are upsampled to the original spatial resolution of the input, the maps are passed to a final convolution layer with softmax activation to perform the final image segmentation. Details of the MFNet architecture used in this research can be found in Table 1.




4. FTFNet Architecture


FTFNet leverages techniques proposed in MFNet with additional modifications to improve performance while maintaining a low footprint in terms of parameter count. Due to the selection of MFNet as a baseline, it will henceforth be referred to as the baseline architecture. Some of the modifications were inspired by architectures, such as MobileNet [9], PSPNet [10], and AMFuse [11]. Details of the modifications to the baseline architecture are outlined below. Like MFNet, FTFNet is comprised of separate encoders for thermal and visual spectrum inputs. The inputs undergo a series of convolutional operations before downsampling. After each downsample, a skip connection is placed between the encoder and the corresponding decoder blocks. After passing through the encoder portion, the branches are concatenated and undergo a series of upsample, fusion, and convolutional operations before being passed to a final convolutional layer with softmax activation. Like MFNet, FTFNet adopts a late fusion strategy via skip connections between the encoder and decoder portions of the network. The architectural elements are described in detail in the following sections; Figure 3 presents an overview of FTFNet’s architecture.



4.1. Encoders


FTFNet consists of two encoders that perform feature extraction on each sensory modality. Unlike MFNet, FTFNet utilizes a symmetrical encoder architecture in which all sensory modalities share a common encoder architecture. The RGB encoder takes an input shape of   H × W × 3  , while the thermal encoder is designed for gray-scale thermal images with a shape of   H × W × 1  . Each input is passed through a normalization function before entering the first stage of the encoder. Encoding in FTFNet is broken down into five stages. Each stage consists of convolutional operations used for feature extraction, followed by downsampling via max pooling. Unlike MFNet, downsampling occurs at each stage of the encoder.



The first stage consists of the basic convolutional block with max pooling used in FTFNet. This block performs a   3 × 3   convolutional operation, followed by batch normalization and leaky ReLU. Max pooling is then performed to reduce the spatial dimensions. After each stage, a skip connection will be inserted for feature fusion in the decoder stages. The following two stages have similar architecture but utilize one basic convolutional block and one basic convolutional block with max pooling. The details of the basic convolutional block and basic convolutional block with max pooling are shown in Figure 4.



Instead of a basic convolutional block, stages four and five utilize the squeeze-and-excitation (SE) mini-inception module, see Figure 5. This module utilizes dilated convolutions to increase the receptive field in the deeper layers of the network; this mini-inception module was introduced in [6]. The module consists of two branches; the first undergoes a regular   3 × 3   convolution operation, while the second undergoes a   3 × 3   dilated convolution with a dilation rate equal to two. The convolutions in each branch are followed by batch normalization and leaky ReLU. The two branches are then concatenated. In FTFNet, this mini-inception module is followed by a channel attention block in the form of squeeze and excitation. Both stages four and five utilize three of the aforementioned mini-inception plus channel attention modules followed by max pooling. FTFNet encoder details are outlined in Table 2.




4.2. Decoder


Like the encoder, the decoder of FTFNet consists of five stages. The first stage computes the element-wise addition of the output of the two encoders, and then upsamples the result. The upsampled result then undergoes a   3 × 3   convolutional layer to produce denser features. As in the encoder, the convolutional operation is followed up by batch normalization and leaky ReLU. Stages two to five utilize the skip connections introduced in the encoder. The thermal and RGB skip connections pass through a fusion block, detailed in the next section. The output of the feature fusion block is then concatenated with the previous stage’s output before undergoing the same upsampling and convolution operations described in the previous stage. As data flows through the decoder stages, the features become denser and more refined. The final layer of the decoder passes the output of stage five through a   3 × 3   convolutional layer with softmax activation to perform classification. FTFNet decoder details are outlined in Table 3.




4.3. Feature Fusion Block


MFNet proposes connections between the encoder and decoder after subsampling operations in the encoder portion of the network for each modality; these skip connections are then connected to the decoder via an add operation before upsampling. In order to retain the maximum amount of useful information between modalities, the feature fusion block utilized in FTFNet performs both element-wise addition and element-wise multiplication between the two modalities, then concatenating the results. The reasoning behind this is the retention of complementary information (element-wise multiplication) and enhancement of common information between modalities (element-wise addition) [11]. FTFNet proposes a new fusion block with squeeze-and-excitation blocks applied to both inputs to perform channel attention by enhancing important features and attenuating redundant information before being fused [12]. Additionally, pyramid pooling is added to the fusion block after concatenation of the channels to extract additional contextual information between modalities at different scales [10]. Due to the element-wise add/multiply operations requiring the same tensor shape between modalities, the encoder is modified to be symmetrical between the thermal and visual encoders. See Figure 6 for the details of the FTFNet feature fusion block.




4.4. FTFNet Lite


Two additional FTFNet derivatives are created by utilizing the depthwise separable convolution layer first described in [9] for use in MobileNet. These derivatives see a significant reduction in parameter count due to using the depthwise separable convolution block. FTFNet lite 1 utilizes depthwise separable convolution instead of regular   3 × 3   convolutional operations in stages 2–5 of the encoder. This includes replacing the convolutional operations in the mini-inception block with depthwise separable convolution. FTFNet lite 2 only replaces the convolutional layers within the mini-inception module (stages 4 and 5) with depthwise separable convolutional layers. The details of the implementation of the depthwise separable convolution block and the FTFNet lite encoder architectures are outlined in Figure 7 and Table 4.




4.5. Optimizer Selection


Two additional optimization methods are tested against the baseline optimization method proposed in [6] utilizing the MSRS dataset introduced in [13]. The following optimization methods are tested: SGD, RMSProp, and ADAM. Each optimizer is tested using the built-in TensorFlow optimizer library. SGD, with learning rate 0.01, is the baseline optimizer used in the training of the MFNet baseline. The training setup for this experiment can be found in Table 5.



After training for 80 epochs, the models are tested using an evaluation dataset. The results are outlined in Table 6 below.



SGD, a non-adaptive algorithm, performs the worst out of the optimizers selected. ADAM and RMSProp have similar performance in terms of categorical accuracy at 96.64% and 96.75%, respectively. Regarding the mIoU score, ADAM and RMSProp also perform similarly, with ADAM having a slightly higher score at 42.79%.




4.6. Loss Function Selection


Three different loss functions are tested when training FTFNet. Dice loss, categorical cross-entropy, and a combo loss consisting of categorical cross-entropy and dice loss are tested. The combo loss function is based on the binary cross-entropy dice loss function proposed in [14]. The proposed combo loss function tested replaces binary cross-entropy with categorical cross-entropy in the following equation:


     C C E D L  ( y ,  (  y ^  )  )  =   C C E ( y ,  y ^  )   2 × ( 1 − D C  ( y ,  y ^  )  )       



(1)




where CCEDL is the categorical cross-entropy dice loss, CCE is the categorical cross-entropy function, DC is the dice coefficient function, and y and   y ^   are the ground truth and prediction, respectively. Both the dice loss and combo loss functions have a custom implementation, while categorical cross-entropy loss utilizes built-in TensorFlow loss functions. The training setup and results are outlined in Table 7 and Table 8 below.



The experimental results show that the dice loss outperforms the categorical cross-entropy in categorical accuracy, while the categorical cross-entropy outperforms in the mIoU score. However, the combo loss function leverages the strengths of both dice and categorical cross-entropy loss, significantly improving the mIoU and categorical accuracy compared to its constituent’s loss functions. Compared to dice loss, there is an improvement of 27.4% and 14.84% in the mIoU and categorical accuracy, respectively. At the same time, it outperforms categorical cross-entropy by 3.13% and 37.76% in the mIoU and categorical accuracy.





5. Training Setup


In order to provide a solid basis for comparison, FTFNet and FTFNet lite were tested against the baseline architecture, MFNet, and UNet. UNet is a commonly utilized encoder–decoder semantic segmentation network architecture. The UNet architecture adopted an early fusion approach where the thermal and visual spectrum images were concatenated at the input layer.



5.1. Dataset


FTFNet and the baseline MFNet were trained on the MIL-Coaxials dataset [15]. It comprises 17,023 image and segmentation mask pairs captured using an FIRplus coaxial camera. The images are captured in a plethora of environmental conditions, including clear sky, cloudy, rainy, snowy, indoor, evening, and night. The resolutions of the visual and thermal images are 1280 × 1024 and 320 × 256, respectively. When training with the MIL-Coaxials dataset, the dataset was split into the following segments outlined in Table 9 below.



In addition, the smaller Multispectral Road Scenarios (MSRS) dataset [13] was utilized to test and select an optimization function for FTFNet. It consists of 820 daytime and 749 nighttime images recorded with an InfRec R500 coaxial camera with a resolution of 480 × 640 pixels. Details of the MSRS dataset split can be found in Table 10.




5.2. Hyperparameters


The input resolutions for all the models were selected as 480 × 640 as this is the resolution proposed in [6], which outlines the baseline architecture used for this research. For datasets with resolutions higher/lower than the selected input resolution, the images were scaled during image preprocessing. A batch size of six was selected as it did not significantly affect the training of the models other than reducing the training time. It was the maximum batch size allowable due to the GPU memory constraints. The training was performed for 80 epochs as the validation accuracy and mean intersection over union metrics converged and did not improve with additional training over 80 epochs. Where utilized, the batch normalization parameters momentum and epsilon were set to 0.1 and 0.00001, respectively. In addition, leaky ReLU utilized an alpha value equivalent to 0.2. ADAM was selected as the optimization function. All the training runs utilized categorical cross-entropy loss unless combo loss is indicated. The combo loss function, in this case, is the proposed categorical cross-entropy dice loss function. The evaluation of the different architectures was performed utilizing a 500-image test set.



	
NVIDIA Tesla T4.



	
55 GB RAM.



	
Intel Xeon 2.00 GHz, 4 Cores, 8 Threads.



	
Google Colaboratory Virtual Environment.







5.3. Software Packages


	
Ubuntu 18.04 LTS.



	
CUDA 11.2.



	
TensorFlow 2.9.2.



	
Python 3.8.



	
TensorFlow Datasets.



	
TensorFlow Addons.








6. Results


FTFNet and the FTFNet lite variants were tested against MFNet and UNet. This provides testing exposure to two different sensory fusion methods in state-of-the-art architectures. Parametric results can be found in Figure 8 and Table 11, while visual results can be found in Figure 9. MFNet utilizes a late fusion approach where information from the two sensory modalities is extracted separately and fused later in the architecture. In this case, the fusion begins at the first stage of the decoder. UNet, on the other hand, adopts an early fusion approach in which the two modalities are immediately fused at the beginning stages of the architecture.



FTFNet shows a 7.05% increase in the mIoU score but an 8.13% decrease in categorical accuracy compared to the baseline architecture. The loss in categorical accuracy does not necessarily point to a decrease in the segmentation quality due to the data’s highly imbalanced nature. The MIL-Coaxial dataset images are primarily comprised of background pixels which can cause misleading results in terms of categorical accuracy, a measure of the total correctly classified pixels. MFNet, FTFNet, and the FTFNet lite variants outperform the UNet model with early fusion. FTFNet trained with combo loss shows the most significant improvement over the baseline with an improvement of an 8.69% mIoU score and a 23.63% increase in categorical accuracy. This is achieved with a minimal increase in the parameter count of 1 M parameters. The FTFNet lite 1 and 2 variants also outperform the MFNet baseline architecture with an increase in the mIoU of 4.4% and 5.02%, respectively, while maintaining a similar parameter count of 0.8 M and 0.92 M. The larger parameter count between FTFNet and MFNet did increase the latency when processing images. MFNet demonstrates a latency of 21 ms compared to 34 ms with FTFNet. FTFNet and its variants all perform similarly in latency, with both FTFNet lite variants showing an improvement of 3 ms. UNet performs the worst out of the architectures tested with a latency of 104 ms; this is to be expected as UNet has a significantly larger parameter count compared to FTFNet and MFNet.




7. Conclusions


The objective of this research was to investigate the viability of lightweight multispectral fusion networks for semantic segmentation and introduce improvements upon existing architectures to increase segmentation quality without significant increases to the parameter count. This was achieved by introducing a symmetrical encoder, the SE block, pyramid pooling, and a new late fusion module to maintain model depth while maintaining a low footprint in terms of parameter count. The fusion block leveraged the SE block to repress redundant features and highlight essential features in their respective encoder branches. The add–multiply–concatenate operations were utilized to retain important information in each sensor modality. Finally, the fusion block used pyramid pooling to extract features at different scales. These improvements allowed FTFNet to extract more pertinent information from the multispectral data presented to the architecture, leading to increased performance. The SE block was also utilized with the mini-inception block to enhance essential features in each encoder, providing a bump to performance on single modality data. Additional improvements were also realized through the proper selection of loss and optimization functions. The proposed categorical cross-entropy dice loss was shown to be a more effective loss function than the baseline categorical cross-entropy function with an improvement of 3.13% and 37.76% in the mIoU and categorical accuracy, respectively. Optimization and loss function selection were more generalized improvements whose improvement does not rely on the multispectral nature of FTFNet.



This culminated in an architecture, FTFNet, that outperformed the baseline MFNet when trained on the MIL-Coaxial dataset. When trained on the MIL-Coaxial dataset, FTFNet improved the mIoU by 8.69% and categorical accuracy by 23.63% over MFNet. These results were accomplished by only increasing the parameter count from 0.7 M to 1.7 M parameters. With the minor increase in parameter count, the latency increased to 34 ms versus the 21 ms latency achieved with MFNet.



With FTFNet outperforming the baseline model on the MIL-Coaxial dataset, parameter reduction techniques were utilized, resulting in the FTFNet lite variants. FTFNet lite 1 and 2 achieved a parameter reduction of 47% and 54%, respectively, when compared to FTFNet. FTFNet lite 1 and 2 showed improvements of 4.4% and 5.0% in the mIoU score when trained on the MIL-Coaxial dataset. FTFNet lite 2 showed the most significant promise in terms of the trade-off between the parameter count and increased mIoU score.



Based on the above data and observations, there is an ideal configuration for the architecture, loss function, and optimizer selection. In all cases, the categorical cross-entropy dice loss outperformed the alternatives explored and should be utilized. Similarly, ADAM was shown to be the best optimizer selection out of those tested. However, other adaptive optimization algorithms should perform similarly, or in some cases better, though this needs to be confirmed.




8. Future Scope


Though the proposed architecture has significantly improved upon the baseline, additional techniques could be explored to improve the quality of segmentation further. The following list highlights some potential avenues for additional improvement:




	
Model backbone: The MFNet backbone proposed in [6] was utilized and modified in this research. However, different backbones could be selected that might offer additional improvement.



	
Additional sensor modalities: In this research, only RGB and thermal data were utilized; additional sensory modalities could be fused using the FTFNet framework by adding additional encoder branches for other modalities and then modifying the decoder accordingly. Lidar or radar data could be targeted as additional sensory modalities.



	
Hardware deployment: As mentioned in the introduction, this research aimed to create lightweight segmentation models that can be deployed in ADAS systems. Model quantization and deployment on embedded hardware would be necessary for evaluating FTFNet’s real-world performance.



	
Model size reduction: FTFNet lite variants were proposed by implementing depthwise separable convolutional layers to reduce the parameter count and computational complexity. Additional techniques could be used to further reduce the footprint of FTFNet while maintaining the improvements in the mIoU and accuracy.
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The following abbreviations are used in this manuscript:



	LWIR
	Long-Wave Infrared



	SVM
	Support Vector Machine



	ADAS
	Autonomous Driving Assistance System



	SGD
	Stochastic Gradient Descent



	mIoU
	Mean Intersection over Union



	FCN
	Fully Convolutional Network



	ResNet
	Residual Network



	ICNet
	Image Cascade Network



	AMFuse
	Add Multiply Fusion



	ANN
	Artificial Neural Network



	CNN
	Convolutional Neural Network



	MFNet
	Multispectral Fusion Network



	FTFNet   
	Fast Thermal Fusion Network



	PSPNet
	Pyramid Scene Parsing Network



	ENet
	Efficient Network
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Figure 1. MFNet Architecture [6]. 
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Figure 2. MFNet shortcut block. 
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Figure 3. FTFNet Architecture. 
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Figure 4. (a) Base convolution block. (b) Base convolution block with max pooling. 
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Figure 5. SE Mini-inception Module. 
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Figure 6. FTFNet Feature Fusion Block. 
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Figure 7. (a) Depthwise Separable (DW) Basic Convolution Block. (b) Depthwise Separable SE Mini-Inception Block. 
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Figure 8. mIoU Performance of Tested Architectures, Tested on MIL-Coaxial Datasets. 
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Figure 9. Segmentation results of all models tested. 
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Table 1. MFNet Architectural Details.
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Encoder Design




	

	

	
RGB

	
Thermal




	
Stage       

	
Type

	
Input Size

	
Output Size

	
Input Size

	
Output Size




	
Stage 1

	
Conv 3 × 3

	
480 × 640 × 3      

	
480 × 640 × 16      

	
480 × 640 × 1     

	
480 × 640 × 16




	
Max Pooling 2 × 2      

	
480 × 640 × 16

	
240 × 320 × 16

	
480 × 640 × 16

	
240 × 320 × 16




	
Stage 2

	
Conv 3 × 3

	
240 × 320 × 48

	
240 × 320 × 48

	
240 × 320 × 16

	
240 × 320 × 16




	
Conv 3 × 3

	
240 × 320 × 48

	
240 × 320 × 48

	
240 × 320 × 16

	
240 × 320 × 16




	
Max Pooling 2 × 2

	
240 × 320 × 48

	
120 × 160 × 48

	
240 × 320 × 16

	
120 × 160 × 16




	
Stage 3

	
Conv 3 × 3

	
120 × 160 × 48

	
120 × 160 × 48

	
120 × 160 × 16

	
120 × 160 × 16




	
Conv 3 × 3

	
120 × 160 × 48

	
120 × 160 × 48

	
120 × 160 × 16

	
120 × 160 × 16




	
Max Pooling 2 × 2

	
120 × 160 × 48

	
60 × 80 × 48

	
120 × 160 × 16

	
60 × 80 × 16




	
Stage 4

	
Mini-inception

	
60 × 80 × 48

	
60 × 80 × 96

	
60 × 80 × 16

	
60 × 80 × 32




	
Mini-inception

	
60 × 80 × 96

	
60 × 80 × 96

	
60 × 80 × 32

	
60 × 80 × 32




	
Mini-inception

	
60 × 80 × 96

	
60 × 80 × 96

	
60 × 80 × 32

	
60 × 80 × 32




	
Max Pooling 2 × 2

	
60 × 80 × 96

	
30 × 40 × 96

	
60 × 80 × 32

	
30 × 40 × 32




	
Stage 5

	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96

	
30 × 40 × 32

	
30 × 40 × 32




	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96

	
30 × 40 × 32

	
30 × 40 × 32




	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96

	
30 × 40 × 32

	
30 × 40 × 32




	
Decoder Design




	
Stage

	
Type

	
Input Size

	
Output Size

	

	




	
Stage 1

	
Concatenate

	
30 × 40 × 96 + 30 × 40 × 32       

	
30 × 40 × 128

	

	




	
Stage 2

	
Upsample

	
30 × 40 × 128

	
60 × 80 × 128

	

	




	
Shortcut

	
60 × 80 × 128

	
60 × 80 × 128

	

	




	
Conv 3 × 3

	
60 × 80 × 128

	
60 × 80 × 64

	

	




	
Stage 3

	
Upsample

	
60 × 80 × 64

	
120 × 160 × 64

	

	




	
Shortcut

	
120 × 160 × 64

	
120 × 160 × 64

	

	




	
Conv 3 × 3

	
120 × 160 × 64

	
120 × 160 × 64

	

	




	
Stage 4

	
Upsample

	
120 × 160 × 64

	
240 × 320 × 64

	

	




	
Shortcut

	
240 × 320 × 64

	
240 × 320 × 64

	

	




	
Conv 3 × 3

	
240 × 320 × 64

	
240 × 320 × 64

	

	




	
Stage 5

	
Upsample

	
240 × 320 × 64

	
480 × 640 × 64

	

	




	
Conv 3 × 3

	
480 × 640 × 64

	
480 × 640 × 32

	

	




	
Conv 3 × 3

	
480 × 640 × 32

	
480 × 640 × N
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Table 2. FTFNet Encoder Details.






Table 2. FTFNet Encoder Details.





	
Encoder Design




	
Stage

	
Type

	
Input Size

	
Output Size






	
Stage 1

	
Conv   3 × 3  

	
480 × 640 × (1/3) *

	
480 × 640 × 16




	
Max Pooling 2 × 2

	
480 × 640 × 16

	
240 × 320 × 16




	
Stage 2

	
Conv   3 × 3  

	
240 × 320 × 48

	
240 × 320 × 48




	
Conv   3 × 3  

	
240 × 320 × 48

	
240 × 320 × 48




	
Max Pooling 2 × 2

	
240 × 320 × 48

	
120 × 160 × 48




	
Stage 3

	
Conv   3 × 3  

	
120 × 160 × 48

	
120 × 160 × 48




	
Conv   3 × 3  

	
120 × 160 × 48

	
120 × 160 × 48




	
Max Pooling 2 × 2

	
120 × 160 × 48

	
60 × 80 × 48




	
Stage 4

	
Mini-inception

	
60 × 80 × 48

	
60 × 80 × 96




	
Mini-inception

	
60 × 80 × 96

	
60 × 80 × 96




	
Mini-inception

	
60 × 80 × 96

	
60 × 80 × 96




	
Max Pooling 2 × 2

	
60 × 80 × 96

	
30 × 40 × 96




	
Stage 5

	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96




	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96




	
Mini-inception

	
30 × 40 × 96

	
30 × 40 × 96




	
Max Pooling 2 × 2

	
30 × 40 × 96

	
15 × 20 × 96








* Channel dimension of 1 or 3 is utilized for thermal and RGB encoders respectively.
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Table 3. FTFNet Decoder Details.






Table 3. FTFNet Decoder Details.





	
Decoder Design




	
Stage

	
Type

	
Input Size

	
Output Size






	
Stage 1

	
Add

	
15 × 20 × 96

	
15 × 20 × 96




	
Upsample2D

	
15 × 20 × 96

	
30 × 40 × 96




	
Conv   3 × 3  

	
30 × 40 × 96

	
30 × 40 × 64




	
Stage 2

	
Fusion Block

	
30 × 40 × 64

	
30 × 40 × 64




	
Upsample2D

	
30 × 40 × 64

	
60 × 80 × 64




	
Conv   3 × 3  

	
60 × 80 × 64

	
60 × 80 × 64




	
Stage 3

	
Fusion Block

	
60 × 80 × 64

	
60 × 80 × 64




	
Upsample2D

	
60 × 80 × 64

	
120 × 160 × 64




	
Conv   3 × 3  

	
120 × 160 × 64

	
120 × 160 × 64




	
Stage 4

	
Fusion Block

	
120 × 160 × 64

	
120 × 160 × 32




	
Upsample2D

	
120 × 160 × 32

	
240 × 320 × 32




	
Conv   3 × 3  

	
240 × 320 × 32

	
240 × 320 × 32




	
Stage 5

	
Fusion Block

	
240 × 320 × 32

	
240 × 320 × 32




	
Upsample2D

	
240 × 320 × 32

	
480 × 640 × 32




	
Conv   3 × 3  

	
480 × 640 × 32

	
480 × 640 × 32




	
Conv   3 × 3  , Softmax                 

	
480 × 640 × 32                 

	
480 × 640 × N     
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Table 4. FTFNet Lite Encoder Details.






Table 4. FTFNet Lite Encoder Details.





	
Encoder Design




	
Stage

	
Type

	
Input Size

	
Output Size






	
Stage 1

	
Conv   3 × 3  

	
480 × 640 × (1/3) *

	
480 × 640 × 16




	
Max Pooling 2 × 2

	
480 × 640 × 16

	
240 × 320 × 16




	
Stage 2

	
DW Conv   3 × 3  

	
240 × 320 × 48

	
240 × 320 × 48




	
DW Conv   3 × 3  

	
240 × 320 × 48

	
240 × 320 × 48




	
Max Pooling 2 × 2

	
240 × 320 × 48

	
120 × 160 × 48




	
Stage 3

	
DW Conv   3 × 3  

	
120 × 160 × 48

	
120 × 160 × 48




	
DW Conv   3 × 3  

	
120 × 160 × 48

	
120 × 160 × 48




	
Max Pooling 2 × 2

	
120 × 160 × 48

	
60 × 80 × 48




	
Stage 4

	
Mini-inception DW

	
60 × 80 × 48

	
60 × 80 × 96




	
Mini-inception DW

	
60 × 80 × 96

	
60 × 80 × 96




	
Mini-inception DW

	
60 × 80 × 96

	
60 × 80 × 96




	
Max Pooling 2 × 2

	
60 × 80 × 96

	
30 × 40 × 96




	
Stage 5

	
Mini-inception DW

	
30 × 40 × 96

	
30 × 40 × 96




	
Mini-inception DW

	
30 × 40 × 96

	
30 × 40 × 96




	
Mini-inception DW

	
30 × 40 × 96

	
30 × 40 × 96




	
Max Pooling 2 × 2

	
30 × 40 × 96

	
15 × 20 × 96








* Channel dimension of 1 or 3 is utilized for thermal and RGB encoders respectively.













[image: Table] 





Table 5. Optimizer selection experiment training setup.






Table 5. Optimizer selection experiment training setup.





	Model
	FTFNet



	Dataset
	MSRS Dataset



	Batch Size
	6



	Optimizer
	ADAM, SGD, RMSProp



	Loss Function
	Categorical Cross-Entropy



	Metrics
	mIoU, Categorical Accuracy
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Table 6. Optimizer selection results; bold indicates best result.






Table 6. Optimizer selection results; bold indicates best result.





	Optimizer
	mIoU
	Categorical Accuracy





	ADAM
	42.79%
	96.64%



	RMSProp
	41.14%
	96.75%



	SGD
	27.39%
	94.90%
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Table 7. Combo loss function experiment training setup.






Table 7. Combo loss function experiment training setup.





	Model
	FTFNet



	Dataset
	MIL-Coaxial Dataset



	Batch Size
	6



	Optimizer
	ADAM



	Loss Function
	Categorical Cross-Entropy, Dice Loss, Combo Loss



	Metrics
	mIoU, Categorical Accuracy
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Table 8. Combo loss experiment results; bold indicates best result.






Table 8. Combo loss experiment results; bold indicates best result.





	Loss Function
	mIoU
	Categorical Accuracy





	Categorical Cross-entropy
	50.68%
	52.35%



	Dice Loss
	14.31%
	71.63%



	Combo Loss
	52.32%
	84.11%
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Table 9. MIL-Coaxial Dataset Train/Test/Validate Splits.






Table 9. MIL-Coaxial Dataset Train/Test/Validate Splits.





	Split
	Train
	Validation
	Test





	Dataset Size
	3000
	500
	500



	Percentage
	75%
	12.50%
	12.50%
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Table 10. Multispectral Road Scenarios Semantic Segmentation Dataset Train/Test/Validate Splits.






Table 10. Multispectral Road Scenarios Semantic Segmentation Dataset Train/Test/Validate Splits.





	Split
	Train
	Validation
	Test





	Dataset Size
	1568
	392
	393



	Percentage
	66.7%
	16.65%
	16.65%
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Table 11. FTFNet and FTFNet lite results when trained on MIL-Coaxial dataset; bold indicates best results.






Table 11. FTFNet and FTFNet lite results when trained on MIL-Coaxial dataset; bold indicates best results.





	Model
	mIoU
	Categorical Accuracy
	Parameters
	Latency





	MFNet (Baseline)
	43.63%
	60.48%
	0.74 M
	21 ms



	FTFNet
	50.68%
	52.35%
	1.70 M
	34 ms



	FTFNet (Combo Loss)
	52.32%
	84.11%
	1.70 M
	34 ms



	UNet
	32.19%
	72.65%
	34.5 M
	104 ms



	FTFNet Lite 1
	48.03%
	53.17%
	0.80 M
	31 ms



	FTFNet Lite 2
	48.65%
	54.63%
	0.92 M
	31 ms
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