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Abstract: Reliability is a fundamental requirement in microprocessors that guarantees correct exe-
cution over their lifetimes. The reliability-related design rules depend on the process technology
and device operating conditions. To meet reliability requirements, advanced process nodes impose
challenging design rules, which place a major burden on the VLSI implementation flow because they
impose severe physical constraints. This paper focuses on electromigration (EM), one of the critical
factors affecting semiconductor reliability. EM is the aging process of on-die wires in integrated
circuits (ICs). Traditionally, EM issues have been handled at the physical design level, which enforces
reliability rules using worst-case scenario analysis to detect and solve violations. In this paper, we
offer solutions that exploit architectural characteristics to reduce EM impact. The use of architectural
methods can simplify EM solutions, and such methods can be incorporated with standard physical-
design-based solutions to enhance current methods. Our comprehensive physical simulation results
show that, with minimal area, power, and performance overhead, the proposed solution can relax
EM design efforts and significantly extend a microprocessor’s lifetime.

Keywords: electromigration; reliability; electromigration-aware architecture

1. Introduction

Chip reliability is an essential design requirement that is crucial to ensuring the
functionality of a semiconductor integrated circuit (IC). For every product, chip vendors
are required to guarantee a minimum lifetime, which depends on a reliability prediction
for each chip. To meet these reliability requirements, design-for-reliability rules were
developed. However, it has become challenging to comply with these rules because they
depend on workload, process technology, operating voltage, and temperature. As part
of the design-for-reliability methodology of modern processors, a workflow has been
developed [1–7] that aims to guarantee a minimum product lifetime under a specified
workload (i.e., the mission profile). Given the use of new advanced process technologies
and new applications such as computationally intensive infrastructures (e.g., autonomous
cars, data centers, cloud computing, and life-support systems), the need for high reliability
has only increased.

The shrinking dimensions of VLSI technology, the increasing density of logical ele-
ments, and the challenging voltage and temperature operating conditions combine today
to make electromigration (EM) one of the most influential factors affecting the reliability of
modern systems. The EM phenomenon is related to the reliability of wires and vias in ICs.
Three current models are relevant for EM-aware design: (1) maximum [1], (2) average [2,8],
and (3) root-mean-square (RMS) currents [2]. These models are discussed in detail in
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Section 2. In this work, we focus on how the RMS current (also known as RMS-EM) affects
the wires and vias of signals in the interconnects between logical cells or functional units.
The RMS current model is based on Joule heating [9,10], which is induced by alternating
current. This effect leads to thermal oscillations that generate metal deformation, in turn
resulting in fatigue, voids, and ratcheting metal failures.

To date, the design community has focused on enhancing chip design implemen-
tation flow [1,2,11–17] to solve EM issues, and few works have proposed architectural
solutions. In this study, we extend our prior work (14]), which handles RMS-EM related
reliability issues in execution units of modern microprocessors. In this extended study we
extensively examine RMS-EM in register file structures of modern microprocessors. We
propose a novel architectural solution that significantly improves register file reliability
by reducing RMS-EM impact while relaxing the physical design effort and significantly
extending a microprocessor’s lifetime. This study is based on the observation that, in
many cases, EM reliability concerns result from excessive write activities (or logical state
change) spread across logical elements in a nonuniform manner. This observation led
us to develop improved resource allocation mechanisms that uniformly distribute the
write operations across all resources. As a result, RMS-EM hotspots induced by singular
elements are minimized, and the overall IC reliability is significantly extended. Our study
also enhances conventional electronic design automation (EDA) tools, which suffer from
a lack of architectural information on the toggle rate of the analyzed circuit and often
assume a worst-case toggling rate that may result in overdesign and shorter device lifetime.
Although this work focuses on microprocessors, the concepts can be applied to other ICs
and applications. The contributions of this paper with respect to our prior work ([18]) are
summarized as follows:

1. We offer solutions for modern microprocessor register files that exploit architectural
characteristics to reduce the impact of RMS-EM.

2. The proposed methods exploit register file characteristics such as toggle rate, hotspots,
and resource allocation policies.

3. The proposed architectural method for register files can be implemented in conjunc-
tion with physical-design-based solutions to complement and enhance current meth-
ods.

4. The proposed solution incurs minimal cost in terms of power, performance, and
silicon-area overhead.

5. Our new approach for register files does not compromise reliability or IC lifetime.
6. Our extensive experimental analysis combines architectural and EM physical simula-

tions for register files, which both validate the proposed architectural solution on the
physical level.

2. IC Reliability

IC reliability has become a crucial discipline in VLSI chip design. Since the early days
of computing, the need for highly reliable systems was mainly driven by mission-critical em-
bedded systems. However, given the vulnerability of the new process technology and new
applications that require safe and reliable processing such as autonomous cars, large-scale
computing systems, and life-support systems, reliability today is a fundamental require-
ment for most ICs. The product specifications of such systems impose strict requirements
on reliability through the lifetime and operating conditions. For example, the automotive
industry expects an IC to function reliably for 10–15 years at a given temperature (usually
about 125 ◦C) [19,20] and under various workloads. Although less demanding, data cen-
ter computing requirements remain challenging: at least 10 years, and the temperature
can range from 105–110 ◦C with arbitrary workloads. None of these reliability-sensitive
applications can afford microprocessor faults caused by reliability issues.

Over the past decade, as advanced process technologies have been introduced, the
susceptibility to reliability-related issues has grown dramatically. At 28 nm and below pro-
cess technology, the design efforts dedicated to reliability have substantially increased. The
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design community has mainly tried to enhance the synthesis, place-and-route, and layout
flows to handle reliability-related issues. Such flows involve substantial design efforts and,
in many cases, required multiple iterations to make the IC comply with the design rules
(also known as the sign-off process). However, few prior studies have addressed these
reliability challenges from an architectural point of view [12–15]. The remainder of this
section reviews the EM phenomenon and previous related studies.

2.1. Electromigration

Electromigration (EM) is a physical phenomenon related to the reliability of wires and
vias in ICs. EM causes shorts and voids in metal interconnects and decreases an IC’s median
time to failure (MTF). The occurrence of an EM failure, even on a single wire, may result in
an overall chip failure. EM has become a major concern in advanced process technologies
as the wires and vias have shrunk [15], making them highly susceptible to reliability issues.
Black’s equation [21] has been commonly used to model single interconnect segment MTF:

MTF =
A
Jn e

Ea
KBT , (1)

where A is a constant, J is the current density, Ea is the activation energy, n is a scaling factor,
KB is the Boltzmann constant, and T is the absolute temperature. The MTF depends expo-
nentially on temperature; in fact, higher temperature accelerates EM because it weakens the
atomic bonds in a wire by making them even more sensitive to EM forces. Because many
new applications, particularly control systems (e.g., in the automotive or robotics fields),
are required to operate at high temperatures of 105–125 ◦C, this induces much greater
susceptibility to EM that will be highly challenging to mitigate during IC implementation
and sign-off. EM involves three electrical current models: (1) peak, (2) average, and (3) RMS
currents [2]. To meet the EM reliability requirements, special design-rule constraints are
enforced by foundries on both peak, average, and RMS currents [22].

When peak current is applied, even for a short duration, it induces stress through
the force of conduction electrons and metal ions. When the force of conduction electrons
reaches a certain strength level, it may tear atoms from the boundary of the metal and
transport them in the direction of the current flow. If such current force is maintained for
an extended period or if the current flows frequently, the wire may become malformed.
Such damage to a metal wire may result in reduced wire conductivity or in the formation
of voids and hillocks (i.e., short circuits) [1], all of which lead to major reliability concerns.
In the peak current model, which enforces limitations on every unidirectional current flow,
the current density, J, can be expressed as [13,22]:

J =
CVDD

WH
pf, (2)

where C is the wire capacitance; W and H are the metal width and height, respectively;
VDD is the operating voltage; f is the clock frequency; and p is the switching probability,
also known as the toggle rate.

In the average current model, alternating current induces material backflow (i.e., re-
versed material flows) [2], which reduces overall material migration. This phenomenon,
known as self-healing [8], is common in digital circuits that operate by charging and dis-
charging metal interconnects. When the alternating current is symmetric, the impact of
the average current on EM is relatively small. In the peak and average current models,
EM is governed by the mobility of conduction electrons that accelerate the atomic diffu-
sion (referred to as current-induced EM). However, in the RMS current model [9,10,22],
the alternating current produces thermal oscillations that deform the metal and result in
fatigue, voids, and ratcheting metal failures. This phenomenon, also known as the Joule
heating effect (or RMS-EM), cannot be compensated by self-healing [2]. In addition, thermal
oscillations propagate to neighboring areas, which can cause nearby metals to degrade.
RMS-EM sign-off rules enforce a maximum RMS current, IRMS-max, for every net given a
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nominal median time to failure, MTFTechnology (typically 10 years). Foundries specify
both MTFTechnology and IRMS-max for every process technology [23]. The RMS current
can be relaxed if the MTF is compromised as follows [22]:

IRMS−reduced = IRMS−max

√
MTFTechnology

MTFreduced
, (3)

The MTF in the RMS current model can be calculated by the following equation [22]:

MTF =

((
K1

K2

)2
· 1
C2V2

DD
· 1
Fmax·p

) n
2

, (4)

where C represents the capacitance load and Fmax is the maximum frequency. K1 and K2
are given by the following equations:

K1 = A·(W·H)n·e
Ea

KBT , (5)

K2 =

√
1
tr
+

1
tf

, (6)

where tr is the rise time and tf is the fall time. Equation (4), which indicates that MTF is
inversely proportional to the switching activity ratio, provides the motivation for our study
to relax switching probability and thereby improve MTF.

Joule heating and current-induced EM have cross-coupled relations. Joule heating
causes heat increase and atomic diffusion (due to temperature gradients), and both result in
accelerated current-induced EM rate. On the other hand, current-induced EM increases both
resistance and current density, which intensify Joule heating as well due to the temperature
increase. This cross-coupled positive feedback between Joule heating and current-induced
EM rapidly accelerates both phenomena, leading to severe reliability issues.

Handling the design rules for maximum, average, and RMS currents is highly chal-
lenging. The maximum-current constraint is mainly enforced by the physical design
implementation tools that ensure that the driving gates will not exceed the maximum-
current limitation and by other physical design means [22]. With respect to the RMS current,
the situation is more complex. Equation (4) shows that the MTF due to RMS current flow is
inversely proportional to both the switching probability and the clock frequency, which
means that a higher switching probability for logical elements increases the susceptibility
to RMS-EM. Therefore, the MTF of wires and vias can be increased by reducing their
switching rate p. Minimizing the switching rate depends on both the workload and IC
architecture. In many cases, the switching probability depends on the toggle rate of logical
states. Typically, this is due to two factors:

1. A write operation performed by a processor or control logic to a storage element (e.g.,
register) may manifest through the logical circuit to other nets. Read operation may
also involve switching of wire states, but this usually happens on read ports of register
files and memory elements and therefore is a smaller contributor to RMS-EM hotspots.

2. Usage of logical resources for processing tasks may stimulate switching activity in its
digital components (e.g., ALU being used for various computations).

Further studies on EM and its effects are available in related work [1,2,16,17,24,25].
This study focuses on RMS-EM’s impact on microprocessors. To reduce that impact,

we propose a novel architectural solution that exploits the relationship between RMS-EM
and toggle rate.
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2.2. Prior Work on Electromigration

This prior work section differentiates between studies that propose EM solutions
through the physical design flow and those that do so through microarchitectural or
architectural solutions.

2.2.1. Prior Work Based on Physical Design

EM phenomena have been broadly studied from the physical design point of view.
Various studies [11,17,26] have examined different interconnects such as copper or alu-
minum, and how they are affected by EM under different process, voltage, and temperature
conditions. From a physical point of view, the most common solution for EM is to widen the
wires. As Equation (2) indicates, this reduces the current density and eventually decreases
the effect of EM, but from the physical design viewpoint, it may introduce overhead, such
as increasing the die area, which may reduce the device frequency. A larger die may also
create timing and power issues.

Modern EDA tool vendors, in conjunction with process foundries, enforce EM-related
design rules as part of the IC sign-off process. Such tools verify that interconnects and
vias meet the EM design rules and identify all EM-related violations that require design
fixes. EM analysis tools are also able to simulate switching activity patterns extracted
from functional simulations representing real applications and take these patterns into
account in the EM analysis process. When the worst-case switching patterns cannot be
determined, designers often use a statistical analysis provided by the EDA sign-off tool. In
this case, the design is analyzed under a given set of switching probabilities, which may
lead to an overdesign process. Given the complex EM design rules, the EM sign-off process
is long and involves many fix iterations and trials. Some of the trials involve the use of
wider metals and vias and, in several cases, may even limit the clock frequency, switching
rate, and computational workload. The combination of all these limitations may result in
degraded IC performance.

A study by Dasgupta et al. [17] introduced a methodology for synthesizing the design
and scheduling data transfer from the control data flow graph to the hardware buses in an
EM-aware manner. Their algorithm requires the activity to be determined in advance, so it
becomes tightly coupled to each specific computational use that it targets.

A broad survey of additional physical-design-based techniques to mitigate EM impact
is available in [17].

2.2.2. Prior Work Based on Architecture

Only a limited number of prior works have suggested architecture-based solutions
to the EM problem. Srinivasan et al. [16] suggested structural duplication and graceful
performance degradation techniques to handle the EM effect. Structural duplication adds
spare design structures to the IC and turns them on when the original structures fail.
Graceful performance degradation shuts down failing structures but keeps the IC functional
while degrading its performance. This approach seems to incur major hardware overhead
because it requires dedicated mechanisms to detect EM degradation through normal IC
operation and special circuits to switch on the redundant logic. In addition, it introduces
extra power and performance overhead due to the addition of redundant hardware. A
similar approach to handle EM by adding redundant elements was introduced by [27].

Abella et al. [15] suggested a novel architectural approach for “refueling” bidirectional
busses by monitoring the current-flow direction each time data is transferred on the bus.
That approach proposed a mechanism that triggers current compensation whenever an
imbalance occurs between the current flowing in each direction. Such a scheme could
relieve EM impact induced by peak current, but it may encourage RMS-EM in the form of
thermal oscillations, thereby leading to reliability concerns. In addition, given their design
complexity, modern VLSI circuits do not commonly use bidirectional buses. The refueling
mechanism also disrupts bus operation and may introduce dynamic power overhead due
to the reversal current.
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Srinivasan et al. [15,28] suggested a dynamic reliability management approach where
the processor dynamically maintains its lifetime reliability target by responding to the
changing behavior of the application. This approach allows a processor with lower reliabil-
ity to run correctly while compromising performance or operating conditions.

Swaminathan et al. [29] introduced BRAVO, a cycle-accurate microprocessor sim-
ulation platform, to help designers and architects account for reliability factors. Their
tool can model voltage, energy, and reliability to explore the optimal operating point for
applications. EM impact is modeled using analytical means (Equation (1)).

3. Distribution of EMS-EM Hotspots in Modern Microprocessors

Based on our previous discussion in Section 2 with respect to Equation (4), our main
focus in this paper is on the switching probability, p. This factor is mainly determined by
the microarchitectural assumptions and application workload, whereas all other arguments
are mainly related to process technology. In addition, current RMS-EM analysis tools
extract the toggle rate without differentiating between the logical elements, which may
lead to overdesign. In this study, we assume that all other factors in Equation (4) are
constant for the following reasons: The junction temperature is a major contributor to
RMS-EM MTF. However, because it also depends on the workload and system cooling
solution, common design flows usually consider the worst-case scenario of 105 or 125 ◦C in
the sign-off process. As for metal width and height, the microprocessor functional units
that we examine, such as arithmetic logic units (ALUs) and registers already utilize lower
metal layers (typically metal 1–3), which are highly susceptible to RMS-EM. Upper metal
layers are less susceptible and are mainly used for interblock connectivity and power-grid
connections. We also assume operations at nominal voltage and do not assume power-
saving modes, such as dynamic voltage scaling (DVS), which can save power, reduce
performance, and decrease RMS-EM impact when activated. Finally, the capacitance
parameter depends on process intrinsic capacitance and wire length.

Because RMS-EM design rules are limited by the weakest link (i.e., the most suscepti-
ble wire), we start by examining the distribution of the switching probability over several
subsystems of a modern microprocessor that are expected to be highly susceptible to the
RMS-EM effect because of hotspots caused by the wire toggling rate. Note that the EM
impact on metal wires that are part of the IC power grid is outside the scope of this paper.
Section 3.1 describes our experimental environment, and Section 3.2 presents our compre-
hensive observations on RMS-EM switching probability hotspots in microprocessors.

3.1. Experimental Environment

Our experiments use the Sniper x86-64 microprocessor simulator [30]. We modified the
simulation platform and added the needed mechanisms to model the behavior and measure
the characteristics required for our experiments. The simulation environment includes
both a detailed cycle-level x86 core model and a memory system. Table 1 summarizes the
configuration of the simulation environment (based on the Intel Gainestown core [31]). We
used the simulation benchmarks Spec2017 [32,33] with ref inputs. The Spec2017 benchmark
suite was chosen because it is provided and supported by the Standard Performance
Evaluation Corporation (SPEC) and contains applications from many domains selected by
industry and the scientific community. These applications include artificial intelligence,
physics, visualization, compression, and document processing. In the past few decades,
the SPEC suite has served as the de facto benchmark suite for semiconductor research
and has been continuously updated by SPEC to reflect changing trends in computational
applications. Every benchmark is run as a single-core workload in the main execution
phase. Each experiment used 10 billion instructions.
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Table 1. Baseline simulation model configuration.

Core Model

Frequency 2.66 GHz

Execution units [time]

3 ALUs [1 cycle]
1 FP add/sub [3 cycles]

1 FP mul/div [5/6 cycles]
1 Branch [1 cycle]

1 Load unit [1 cycle]
1 Store unit [1 cycle]

Pipeline Dispatch width: 4
Instruction window 128

Memory system model

Block size 64 bytes
L1-D cache 32 KB, 8-way
L1-I cache 32 KB, 4-way
L2 cache 256 KB, 8-way
L3 cache 8 MB, 16-way

DTLB 64 entries, 4-way
ITLB 128 entries, 4-way
STLB 512 entries, 4-way (secondary TLB)

3.2. Experimental Environment

This section examines switching probability hotspots that may accelerate RMS-EM in
two different parts of processor microarchitecture: ALU execution units and architecture
register files. Previous studies such as [17] support the idea that these areas involve the
most intensive EM activities when running such workloads and, thus, will experience
intense EM hotspots. Through our experimental analysis we assume a fixed memory
hierarchy configuration. The impact of RMS-EM on different memory system hierarchy
configurations has been studied by [34,35].

3.2.1. ALUs

Figure 1 illustrates the distribution of processing operations among different ALUs
when using the first-in, first-out (FIFO) selection mechanism for the ready-to-execute
instructions. Note that ALU0 is the most utilized ALU of the three and ALU2 is the least
employed, which is attributed to the fixed allocation policy of the available ALUs; a higher
priority is given to an ALU with a lower index. Because ALU execution time is 1 clock
cycle, all ALUs become available every cycle. Therefore, when one instruction is issued
only ALU0 is allocated. In turn, for two instructions ALU0 and ALU1 are utilized, and
when three instructions are issued, all ALUs are employed. Figure 1 shows that ALU0 is
used at more than twice the rate as ALU1 and nearly 10 times the rate as ALU2 for most
benchmarks. In such a scheduling implementation, ALU0′s worst-case switching factor
dictates that the worst-case RMS-EM scenario be applied to all ALUs. Figure 1 also shows
the ratio of the average number of ALU allocations to the maximum number (3). In most
of the benchmarks, the measured ratio is approximately 50%, which is another indication
of the major difference between the maximum number of ALUs utilized and the average
number of allocations.

3.2.2. Register File

Our next set of experiments examines the switching factor in architectural registers.
Figure 2 illustrates the distribution of write operations on integer general-purpose registers
(GPRs) for the Spec2017 benchmarks. The distribution clearly is not uniform. For example,
the RAX register is the most-toggled register in terms of write operations, whereas the
nonlegacy registers are hardly used and thus are significantly less toggled than the x86
legacy registers. The root cause of these differences is the nature of compiler register-
allocation algorithms. Figure 2 also shows that the ratio of the average number of write
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operations to the maximum number of write operations varies from nearly 7% to 33%. This
measurement is another indication that the toggle rate is not equally balanced between
registers, so the register with the greatest number of writes dictates the overall switching
ratio for RMS-EM.
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Figure 3 presents the number of write operations on floating-point (FP) registers for
the Spec2017 benchmarks that involve FP operations. The results presented for this case
are similar to the results presented in Figure 2. For FP registers, the number of writes
is significantly greater in the registers with lower indexes (i.e., the ZMM0, ZMM1, and
ZMM2 registers have the highest write count). Similar to integer registers, this can also
be explained by the nature of the register-allocation algorithm of common compilers. In
this case, the ratio of the average number of write operations to the maximum number of
write operations is even smaller, which is indicative of an even larger variance relative to
integer registers.
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4. Microarchitectures for RMS-EM Avoidance

This section introduces our microarchitecture solutions to eliminate switching prob-
ability hotspots and thereby relax RMS-EM sign-off conditions. This approach results in
a dramatic relaxation of the overall RMS-EM sign-off design conditions. The principle
of our proposed solutions is similar to those employed in the area of workload balanc-
ing in computer systems. The idea is based on a switching probability-aware resource
allocation scheme that uniformly smooths the utilization of the available computational
resources, significantly reducing RMS-EM reliability impact. The following subsections
introduce RMS-EM-aware architectures for dealing with RMS-EM switching probability-
related hotspots on ALU execution units and register files. The novelty of the proposed
solutions may be summarized as follows:

1. We offer RMS-EM-aware architectural solutions dedicated to fundamental micropro-
cessor building elements: register files and execution units, whereas prior studies
made limited use of such information.

2. The proposed solutions can be implemented in conjunction with physical-design-
based flows and provide a complementary enhancement to such flows.

3. We avoid the need to duplicate logic, reduce performance, or employ dedicated mech-
anisms to detect EM degradation through normal IC operation that were suggested
by [16].

4. The proposed solution eliminates the dynamic power overhead and the design com-
plexity suggested by past studies such as [19].

5. Finally, we avoid compromising reliability and management, as suggested by [12,28].

As part of introducing the principles of our solutions, we also summarize the limita-
tions of the proposed techniques:

1. Our study is limited to digital circuits. Analog circuits are outside the scope of
this study.

2. Our solutions are highly effective when the switching probability is a dominant factor
in inducing RMS-EM. The proposed techniques may offer a limited benefit for a
system with a low activity rate.

3. Our solutions rely on a nonuniform distribution of the switching probability that can
be exploited to smooth RMS-EM hotspots. When the switching probability is evenly
distributed, the effectiveness of our techniques is limited.

4.1. EM-Aware ALU Allocation

In the previous section, we observed that ALUs are not utilized in an RMS-EM-aware
manner, which means that the maximum switching probability is dictated by a small,
overused subset of ALUs. The proposed RMS-EM-aware scheme assumes that all pending
ALU instructions are allocated to a centralized instruction queue, and in each cycle, a
scheduler allocates ALUs to execution-ready instructions. Although the proposed scheme
is described for ALUs, it can also be applied to any type of execution unit employed
by microprocessors.

In this study, we present two alternatives that implement the same basic principle
in different ways. The aim of both solutions is to allocate the resources from a different
starting point each time. The first simple solution is to have a counter (e.g., 32-bit counter)
that is incremented by each clock cycle and wraps around when expired so that the leading
resource number to use is calculated as the counter value modulo the number of physical
resources. Thus, for our simulated environment, we assume N = 3. When the counter
expires, we reset its content and continue with the allocation in the next cycle.

The second solution is illustrated in Algorithm 1; here, we extend each resource
with a single bit (Ex_counter) and add a single global bit (Global_counter) for the overall
management of the allocation. All counters are initialized to zero. We suggest that the
EM-aware allocation algorithm selects execution units with a corresponding counter state
that equals the global counter (denoted by the set M). If the number of available execution
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units that satisfy this condition exceeds the required number of instructions to be issued
(k < |M|), then a subset, Q⊂M, (based on the required number of instructions to be issued)
of those execution units is selected, and all their corresponding counters are switched
(between zero and one). Otherwise, the set M of all execution units with their counter
state equal to the global counter is selected, and the rest of the execution units needed
to satisfy the required instruction to be issued are selected from the set of other pool of
ALUs, Q ⊆ U\M (such that |Q| = k–|M|), for which the counter is not equal to the global
counter. In this case, only the global counter and the Ex counters, which are equal to the
global counter, are incremented.

Table 2 shows an example of the algorithm output for three ALUs.

Algorithm 1

Input: k < N number of execution units to be allocated.
Output: Vector E = (e0, e1, . . . , en−1), for every 0 ≤ i ≤ n − 1, only if ei = 1 execution unit i to be
allocated; otherwise, not allocated.
Initialization: Ex_counter[i] = 0 for every 0 ≤ i ≤ n − 1, Global_counter = 0

1. M = {0 ≤ i ≤ n − 1 | Ex_counter[i] = Global_counter}
2. if k < |M| then
3. let Q ⊂M such that |Q| = k
4. ei = 1 for every i∈ Q, otherwise ei = 0
5. Ex_counter[i]++ for every i ∈ Q
6. end if
7. else // k ≥ |M|
8. let Q ⊆ U\M such that |Q| = k–|M|
9. ei = 1 for every i ∈ Q ∪M, otherwise ei = 0
10. Ex_counter[i]++ for every i ∈ Q ∪M
11. Global_counter++
12. end else
13. return E

Table 2. Example of EM-aware ALU scheduling.

Clock Cycle Issued
Instructions Ex_counter [2:0] Global Counter Selected ALU(s)

0 0 0, 0, 0 0 None
1 2 0, 1, 1 0 0, 1
2 2 1, 1, 0 1 2, 0
3 3 0, 0, 1 0 1, 2, 0

The implementation of the first solution is straightforward and may perform well
given a large number of execution units. The implementation of the second solution
is slightly more complicated, but our implementation trial indicates that it can be done
with negligible overhead in terms of logical area and computation time for both the ALU-
selection logic and the counter-incrementation logic. Table 3 summarizes power, timing,
and area overhead for a 28 nm process. Note that the proposed solution does not affect
timing because the counters are updated in parallel to the ALU execution cycle. In addition,
we compare the routing resources used by the two options and find that both use negligible
routing resources. Option 1 uses 50 nets with a total wire length of 51 µm using M1–M4
metal layers. Option 2 uses 57 nets with a total wire length of 299 µm using M1–M5 metal
layers. Note that the total net length of the original design is 21,255 um, and therefore in
both options, the wire length overhead is relatively negligible (0.23% and 0.14% for options
1 and 2, respectively).
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Table 3. ALU EM-Aware scheduling overhead.

Option Original Area
[um2]

Area Overhead
[um2]/[%]

Original Power
[uW]

Power Overhead
[uW]/[%]

Timing
Impact

1 200,613 316/0.15 641.79 0.031/0.004% None (reg-to-reg delay < clock
cycle time)

2 200,613 85.9/0.04 641.79 0.026/0.004% None (reg-to-reg delay < clock
cycle time)

4.2. EM-Aware Register Allocation

The results of the measurements presented in Section 3 clearly indicate that write
operations to registers are not uniformly distributed. Moreover, specific registers (e.g., RAX)
experienced an excessive number of writes. Such behavior by a small number of registers
dictates difficult RMS-EM conditions for all registers and may result in reliability concerns.
Note that this section deals mainly with architectural registers assigned by the compiler
rather than with physical registers implemented by the out-of-order (OoO) microprocessors.
Physical registers are typically implemented as a cyclic buffer within the reorder buffer,
and as a result, all writes are spread uniformly over time.

The proposed architectural solution, illustrated in Figure 4, avoids write hotspots
in registers by periodically changing the mapping of registers to their corresponding
architectural hosting locations. The scheme is based on modulo rotation of the mapping
between the architectural register identifier and its physical locations. As illustrated in
Figure 4, a pulse trigger is asserted to shift the register mapping in the register file (RF)
either periodically (or each time we change CR3) or as part of the return-from-interrupt
procedure before saving the values of the user-level process. A modulo counter (RF rotator)
serves to map the architectural register number to the physical register location. The
physical location of each architectural register is determined by summing the architectural
register identifier with the RF rotator value. In addition, two-to-one multiplexors are
inserted between adjacent registers to select between the functional RF write-port and the
value in the adjacent register (which is selected by a trigger assertion). After each assertion
of the rotation trigger (at any arbitrary time point), the counter is incremented, and the
physical register values are shifted between neighboring registers by changing the control
of the multiplexors and asserting the load-enable control signal of the registers.
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Table 4 summarizes power, timing path, and area overhead for a 28 nm process (for
32 GPRs):

Table 4. GPR rotation overhead.

Original Area
[um2]

Area Overhead
[um2]/[%]

Original Power
[uW]

Power
[uW] /[%] Timing Impact

77,234 1973 / 2.5 20,162 0.282/0.001 50 ps delay added to
access time

5. Experimental Analysis of RMS-EM-Aware Architecture

This section presents the experimental results for the proposed architecture solutions
(presented in the previous section) to reduce the impact of RMS-EM. The metric of MTF
improvement is defined as the increase in the RMS-EM-aware MTF with respect to the
original MTF. It is obtained by applying Equation (4):

MTF improvement =
MTFRMS EM−aware

MTForiginal
− 1 =

pmax original

pmax RMS EM−aware
− 1, (7)

where pmax RMS EM-aware and pmax original are the maximum toggle rates of a module with
an RMS-EM-aware architecture and the original architecture, respectively.

Because the techniques we proposed in Section 4 did not report performance overhead,
this section focuses on how the proposed algorithms affect the MTF improvement. Our
experimental analysis starts by examining the improvement of RMS-EM MTF provided by
the proposed solution by relaxing the maximum switching probability. Next, we validate
our experimental observation via extensive physical RMS-EM simulations that consider
the Joule heating effect through dynamic high-resolution thermal analyses.

5.1. Toggle Rate-Based Experimental Analysis for RMS-EM MTF Improvement

We first examine an RMS EM-aware solution for ALU execution units. Figure 5 shows
how the solution described in Algorithm 1 affects the RMS-EM MTF for the SPEC2017
benchmarks. An examination of the two solutions introduced in the last section indicates
that they behave similarly. The results show that the proposed algorithm efficiently elimi-
nates ALU usage hotspots and can potentially improve RMS-EM MTF by approximately
100% on average. The results vary from nearly 34% potential MTF improvement up to
a 130% improvement. This result is because the proposed scheme distributes ALU use
uniformly and reduces the RMS-EM hotspots.
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As part of this study, we also compare the instructions per cycle (IPC) versus the
potential RMS-EM MTF improvement, as shown in Figure 6. Benchmarks with a small IPC
have a greater potential for RMS-EM MTF improvement because of the underused ALUs
that could potentially help reduce the maximum RMS-EM hotspots.
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Figure 6. ALU EM stress reduction versus IPC.

The next results show the potential RMS-EM MTF improvement obtained by the pro-
posed architectural solution for the GPR and FP register files (Figures 7 and 8, respectively).
For both register files, the number of writes is distributed uniformly over all registers, and
no hotspots exist (every bar in the graph represents an equal number of writes per every
register). In addition, the MTF potentially improves by nearly 400% on average for the
GPRs and 1200% on average for the FP registers. The rotation trigger in the simulation was
asserted every 10 million clock cycles. We examined different rotation trigger rates and
found that this value does not impact performance.
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As part of the experiments, we also observed that the flags and stack-pointer registers
experienced excessive stress during write operations, which makes them highly susceptible
to RMS-EM. Figure 9 illustrates the number of write operations to the flag and stack-
pointer registers and compares them with the maximum number of writes per register
in the GPR register file. For almost all benchmarks, the number of writes to the flag
register significantly exceeds those to the GPR and stack-pointer registers. This is because
almost every instruction involves implicit writes to the flag register, which motivated us
to extend the EM-aware scheme proposed for the GPR register file to include the flag
and stack-pointer registers. Figure 9 shows that, in this case, the maximum number of
write operations is reduced even more (between 80% and 90%) and that the potential MTF
improvement is more than 760% on average.
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Based on the experimental results, we observe that RMS-EM MTF can be significantly
extended in the microprocessors’ building blocks that are examined. Our observations
reveal an average improvement in RMS-EM MTF by 100% for ALUs, 400% for the integer
register files, and 1200% for FP register files. These results indicate that the proposed
EM-aware solution should allow microprocessor designers to significantly relax the max-
imum switching probability and, as a result, avoid a significant number of potential
RMS-EM violations.

Alternatively, the reduction in the maximum switching rate translates into an extended
device lifetime. Because the RMS-EM MTF and device lifetime depend on both the switch-
ing probability and the electrical and thermal characteristics of the circuit, we extend our
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experimental analysis by performing physical simulations that consider the Joule heating
effect and toggle rate.

5.2. Physical RMS-EM Simulations Based on Joule Heating Effect

In the last part of our experimental analysis, we present extensive physical simula-
tions that consider both the toggle rate and the Joule heating effect through a dynamic,
high-resolution thermal analysis. The simulations were implemented in the Cadence®

VoltusTM simulation environment [36], which performs detailed RMS-EM analysis of the
Joule heating effect and self-heating under different toggle rates. VoltusTM is considered
an industry standard for EM sign-off and is certified as an EM sign-off tool by many
foundries. The simulation environment takes into account the parameters of transistors
that contribute to the RMS current, such as drive strength (fins, number of fingers), channel
length, and channel width. The tool makes detailed RMS current calculations to analyze
the Joule heating effect and self-heating on all signal wires while taking into account metal
dimensions and type. (Power-grid connections are beyond the scope of this analysis.) As
part of the simulation process, the tool also certifies that the calculated RMS current of
every net does not exceed the maximum RMS current, which is considered a mandatory
reliability criterion and is specified in the foundry technology file [25].

The VoltusTM environment requires to synthesize and place-and-route the design
under test. The full implementation flow was done on the three architectural structures
introduced in Section 4: ALU and register files. The design parameters, implementation
tools, and simulation environment are summarized in Table 5. Through the RMS-EM
simulations, VoltusTM calculates the RMS current and IRMS, for every metal net in the
design while considering the toggle rate obtained from the functional simulations. The
technology file, which is provided by the foundry, specifies the maximum allowed RMS
current, IRMS_MAX, per metal layer based on its physical properties (physical dimension
and material type).

Table 5. Implementation and RMS-EM simulation tools and design parameters.

Physical Simulation Environment Parameters

Synthesis tool Cadence® GenusTM version 19.11-s087_1
Place-and-route tool Cadence® InnovusTM version 19.11-s128_1
EM tool Cadence® VoltusTM version 19.11-s129_1
Process 28 nm
Clock frequency 2.66 GHz
Core voltage 0.9 V

Tj 105 ◦C (self-heating is modeled by the
VoltusTM simulation environment)

Metal layers Metal 1 to metal 9

Figure 10 summarizes the reduction of the ratio of IRMS to IRMS_MAX in the design
with the EM-aware architecture versus the original design for each benchmark that we used.
In addition, it presents the percentage of metal nets that can leverage such RMS current
reduction. The results show that, for the ALU, nearly all nets can leverage a reduction of
approximately 30% in RMS current, and 55% of the RF nets experience a 68% reduction
in their RMS current. Note that the metal nets that do not leverage a reduction in the
RMS current already exhibited a small RMS current, so their overall improvement is not
noticeable by the tool. The extended MTF as a result of IRMS reduction can be calculated
using Equation (3). The extended MTF is proportional to the ratio of IRMS_MAX to the
reduced IRMS to the power of two. Thus, the observed RMS current reduction offers at
least a x2 and x10 lifetime extension for ALUs and register files, respectively. One may note
that the extended MTF experimental results that are obtained using the RMS-EM physical
simulation are similar to the MTF improvement prediction provided by the experimental
results in Figures 5 and 7–9, which were based on the switching probability reduction.
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tecture with respect to the original design measurements.

6. Conclusions

Microprocessor reliability is a crucial requirement that introduces major microarchi-
tectural and design challenges. Traditionally, reliability and RMS-EM-related issues are
handled at the physical design level, which enforces design rules using worst-case scenario
analysis to detect violations and attempt to solve them. In our study, we presented an
RMS-EM-aware microarchitectural solution that can significantly relax the overdesign of
traditional methods and significantly extend a microprocessor’s lifetime.

This paper indicates that microprocessors are highly susceptible to RMS-EM because
they process highly variable dynamic workloads on non-EM-aware microarchitectures.
Thus, we proposed architectural solutions that take into account the RMS-EM effect and
reduce excess use of execution units and write operations to registers. The principle of the
proposed solutions is based on RMS-EM-aware resource allocation that attempts to uni-
formly distribute write operations and the use of computational elements over all available
resources. This solution can be incorporated into physical-design-based approaches where
it offers a complementary enhancement to existing methods. Our analysis shows that the
proposed solutions incur minor area and power overhead and negligible performance
degradation with respect to prior studies. In addition, our experimental results indicate
that the proposed architecture significantly relaxes the RMS-EM switching probability
sign-off conditions by 50% for ALUs and 80–90% for the register files. Our RMS- EM
physical simulations indicate that such toggle rate relaxation leads to a dramatic reduction
in IRMS: 30% and 68% for ALUs and register files, respectively. Using Equation (3) for the
IRMS produces a lifetime extension of approximately 2x and 10x for ALUs and register
files, respectively.

EM has become a major challenge in advanced technologies, and further studies are
required to continue exploring new architectures and identify other avenues to reduce EM
and extend device lifetime. In this study, we examined how RMS-EM affects modern micro-
processors, although the approach we describe here may be extended to other processing
elements such as security engines, memory system hierarchy, GPUs, and TPUs. We also
encourage future studies to examine software-based solutions for RMS-EM reduction.
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