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Abstract: This research aims to explore which kinds of metrics are more valuable in making invest-
ment decisions for a venture capital firm using machine learning methods. We measure the fit of
developed companies to a venture capital firm’s investment thesis with a balanced scorecard based
on quantitative and qualitative characteristics of the companies. Collaborating with the management
team of Rose Street Capital (RSC), we explore the most influential factors of their balanced scorecard
using their retrospective investment decisions of successful and failed startup companies. Our
study employs six standard machine learning models and their counterparts with an additional
feature selection technique. Our findings suggest that “planning strategy” and “team management”
are the two most determinant factors in the firm’s investment decisions, implying that qualitative
factors could be more important to startup evaluation. Furthermore, we analyzed which machine
learning models were most accurate in predicting the firm’s investment decisions. Our experimental
results demonstrate that the best machine learning models achieve an overall accuracy of 78% in
making the correct investment decisions, with an average of 87% and 69% in predicting the decision
of companies the firm would and would not have invested in, respectively. Our study provides
convincing evidence that qualitative criteria could be more influential in investment decisions and
machine learning models can be adapted to help provide which values may be more important to
consider for a venture capital firm.

Keywords: machine learning; venture capital; startups; investment decision support; predictability;
risk factor analysis

1. Introduction

Despite the rosy outlook surrounding the venture capital industry, most funds are
not profitable and may barely break even; the top 2% of venture capital (“VC”) funds
receive 95% of the returns in the industry [1]. Evaluating startups can be largely subjective
and earlier stage companies are relatively more unpredictable as there is less historical
data. Additionally, venture capital is highly concentrated both geographically and de-
velopmentally, and it is arguably very difficult to predict a successful startup let alone
determine whether an early-stage company fits a VC firm’s investment thesis. There-
fore, VC firms may consider a wide range of quantitative and qualitative factors when
evaluating an early-stage startup such as the industry sector, amount of funding, return
on investment trends, management team, relevant qualifications of the founders, market
potential, and competitive advantage. These considerations can be broken down further
into specific indicators that VC firms are looking to invest in based on their investment
thesis. Each firm’s investment thesis may be different, and decisions to invest or not invest
in a startup will differ based on these theses.

The venture capital scorecard method is one such startup evaluation method of
many which consider a diverse range of criteria. Initially motivated by developing a
systematic approach for managers to measure the value of intangible assets to improve
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company performance, Kaplan and Norton introduced the general scorecard method in
1992 [2,3]. However, the rudimentary idea of using non-quantitative and non-financial traits
to measure company performance traces further back. For example, in the 1950s, GE created
a system to measure the performance of its business units using eight criteria, only one
of which was financial [4]. Furthermore, in the 1970s and 1980s, US management experts
claimed that US companies were too focused on managing short-term financial performance
compared to the long-term health and managerial success of a company [5]. Kaplan and
Norton’s balanced scorecard method prioritizes company strategy and relationships that
influence sustainable stakeholder and shareholder value, which align with the general
motives of the long-term investments in venture capital. Thus, the balanced scorecard
method became commonly adopted across many kinds of companies and management
systems including venture capital investment firms.

Past startup evaluation methods have explored predicting the success and failure of
certain projects based on criteria [6–9]. Some research has used different models and ma-
chine learning techniques to analyze which classification methods are most accurate [10,11].
These tests are generally based on widely available public data of large companies such
as Spotify as a base case [10]. They primarily use quantitative data based on startup per-
formance such as cash burn rate and common VC metrics such as valuation and market
value [12].

Additional studies include qualitative characteristics of startups such as founder
attributes, startup performance, and team dynamics to identify characteristics that may
indicate red flags in developing a founding group [13–16]. On the other hand, studies
may explore the characteristics of successful entrepreneurs [17], diving into personality
traits such as stress tolerance and innovativeness. The results may imply that economic
background and openness to change are influential factors in founders [18]. Some model
results ranked the importance of certain traits as well. Qualitative factors focused on
social metrics have been increasingly used in startup predictability such as social network
schemes of founders [19] and startup engagement on social media platforms [20–22].

Our research employs similar qualitative and quantitative characteristics as prior
studies; however, we focus on decisions from a single venture capital firm retrospectively
evaluating late-stage companies as a favorable or unfavorable investment. We chose
to use common machine learning models to support the evaluation process to discover
which characteristics were more influential in decision-making, as well as which models
were most accurate in predictability of investment decisions. Machine learning has been
increasingly used by firms to support investment decisions and have been found to decrease
bias and increase predictability success [23]. Specifically, models can be more helpful for
novice firms and identifying outliers that could be potential “unicorns” [24].

2. Materials and Methods

The variables employed in this study consist of company characteristics collected by
RSC, whose primary investment focus is on e-commerce businesses. Instead of collecting
data on early-stage startups, RSC studied late-stage companies because there is more
information on the developed companies, both failed and successful. For example, based
on the current success of Glossier, the firm decides it would have liked to invest in the
company at the time it was in pre-seed funding. Using the vast coverage on Glossier, we
can analyze the qualities of the company when it was a startup to collect desired data for
the machine learning task. Compared to early-stage companies, focusing on late-stage
startups allows the firm to make more educated retrospective investment decisions based
on more accurate company characteristics, which is essential in building successful machine
learning models.

To facilitate this research, RSC studied 100 known late-stage companies and quanti-
tatively scored various characteristics (Table 1) that the management team believed to be
highly pertinent in making the investment decisions. The 100 companies were carefully
selected to constitute an equal number of favorable (i.e., “yes”) and unfavorable (i.e., “no”)
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instances, and thus engendering a binary classification task in the machine learning do-
main. The companies were also chosen to encompass a wide variety of industries and
sizes. The framework for choosing these companies was that there was enough public
information to fill out the balanced scorecard and make an investment decision.

We evaluated the performance of six established machine learning models and their
counterparts with an additional feature selection technique. We performed factor analysis
to provide insights on the top predictive features identified by the linear and tree-based
machine learning models. Evidenced by a noticeable performance gap between the two
classes on a balanced dataset, our experimental results suggest that it is easier to identify
attractive investments (i.e., “yes” class) as compared to those unfavorable ones (i.e., “no”
class). Furthermore, with the additional feature selection technique, the models are not
only capable of delivering improved predictive accuracies but also effective in reducing the
performance discrepancy between the two classes for some models. These tailored models
can be insightful in providing guidance on what company traits could be weighed more in
future investment decisions.

2.1. The Data

The dataset for our study is collected from 100 successful and unsuccessful companies
that have passed the early stage and startup phases and range from defunct or struggling
companies such as WeWork to successfully exited unicorns such as Facebook. By using data
of companies with established reputations, we can generate patterns about retrospective
decisions of investing in order to apply a theory to future prospective startups. Specifically,
the data consist of 50 companies that resulted in a “yes” for investing and 50 that resulted in
a “no” opinion along with other attributes that total 15 characteristics about each company.

The data encompasses a diverse range of later stage companies, varying in size,
industry, and age. Each descriptive variable is sorted into the quantitative measurements
of scored criteria by the management team of RSC. The team populated the research data
by conducting weekly meetings for a duration of approximately one month. Basic research
using any publicly available data including news, financing reports, and social media were
all included in due diligence. The team produced data on the subjective aspects of the
criteria for scoring the companies, in addition to the quantitative characteristics. Table 1
presents the attribute statistics of the favorable (i.e., “yes”) and unfavorable (i.e., “no”)
companies collected for this study.

The attributes are split into qualities that apply to the founding team and qualities
that apply to the company itself and the products. For the data of attributes of the team,
we observe that in every category the VC firm favors subjectively positive characteristics in
founders. Every founder attribute has a higher average of approximately one point among
the companies the firm would have liked to invest in. “Years of Relevant Experience”,
“Team Management”, and “Planning Strategy” are particularly higher on averages among
favorable companies.

Among all the industries, the most common industries of the companies are technol-
ogy, clothing, and consumer goods (Figure 1). Only four of the 100 companies belonged in
the social media and entertainment industry. Based on the data, the industries that the firm
would most likely have invested in are consumer goods and clothing (Figure 2). Out of all
the companies they would not have invested in, many of them belonged in the technology
sector (Figure 3).

2.2. Methods

We employed six classifiers and six corresponding meta-classifiers with the additional
attribute selection technique.
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Table 1. Statistics of data attribute.

Founding Team

Attribute
Number of
Members in

Founding Team

Years of
Relevant

Experience
Conviction Coachability Creativity Personable Team

Management
Planning
Strategy

Class
Category Yes No Yes No Yes No Yes No Yes No Yes No Yes No Yes No

Mean 1.79 1.79 5.35 2.82 9.17 8.59 7.84 6.5 6.12 5.1 7.17 6.44 7.2 5.28 7.58 4.94

Min 1 1 0 0 7 4 4 1 2 1 2 2 3 1 3 1

Max 8 5 30 15 10 10 10 10 10 10 9 9 10 10 10 9

SD 1.16 0.93 6.5 4.4 0.79 1.32 1.38 2.51 2.29 2.3 1.62 1.68 1.7 2.73 1.55 2.7

Company and Product

Attribute
Amount of
Funding at
Early Stage

DCT to Retail
Revenue Stream

Ratio Split
Product Simplicity Product Quality Product

Uniqueness Competition Marketing
Strategy

Class
Category Yes No Yes No Yes No Yes No Yes No Yes No Yes No

Mean 2.35 M 1.87 M 8.02 7.86 6.34 6.14 7.46 5.62 5.9 5.7 7.4 6.96 8.32 8.86

Min 15,000 100,000 1 0 1 2 3 2 2 1 3 2 4 2

Max 6 M 12 M 10 10 10 10 10 9 10 10 10 10 10 10

SD 2.28 M 3.14 M 2.28 3.14 2.45 2.17 1.62 1.77 2.28 2.66 2 2.33 1.57 2.28

“Yes” and “No” indicate favorable and unfavorable categories, respectively.
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Figure 1. Sector distribution of the entire dataset.
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Figure 2. Sector distribution of the 50 companies the VC firm would have invested in retrospectively.
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Figure 3. Sector distribution of the companies the VC firm would not have invested in retrospectively.

2.2.1. Decision Trees

A decision tree uses nodes that connect data observations to predict a certain outcome
of a chosen variable [25]. Decisions trees can use both quantitative and categorical data
to draw patterns that result in a certain conclusion. In particular, the data are represented
as (X, Y), where Y is the desired outcome variable and X = (x1, x2, . . . ,xd) contains the
set of features that leads to that outcome. The model uses a tree structure to model the
data in which each leaf node corresponds to a decision outcome and the internal nodes
are the attributes. Each tree branch represents a potential value of its parent node (i.e.,
an attribute). The ranking of feature importance follows the order of attributes that the
algorithm chooses to split the branches.

2.2.2. Random Forest

Random Forest modeling [26] employs a collection of decision tree classifiers each of
which is trained using a random subset of training instances and data attributes. By pooling
predictions from multiple decision trees, a Random Forest model reduces the variance of
each individual decision tree and achieves a more robust and superior performance. In our
experiment, we utilized 100 decision trees in our Random Forest model.

2.2.3. Naive Bayes

A Bayes classifier belongs to the family of probabilistic generative models [27]. It
is based on Bayes Theorem in that A can be predicted if B has happened. In a binary
classification task, predictions are set to the larger of P(X) where i ∈ {yes, no} are the
labels, and X = (x1, x2, . . . , xd) represents the observed attributes. A Naive Bayes classifier
further assumes that features are independent of each other given the class label, which

simplifies the evaluation of P(X) to
d

∏
j=1

p(xj|y = i).

2.2.4. Logistic Regression

Logistic regression as a statistical classification system is most commonly used with
binary results [28]. The target Y variable is first modeled as a linear function of X, and then
the numerical predictions of Y are transformed into probability scores using a sigmoid func-
tion. Thus, the nature of the classification is dichotomous and is based on the basic logistic
function that produces scores between 0 and 1. In a binary classification task, the scores
indicate a corresponding instance’s likelihood of belonging to the positive (i.e., “yes”) class.
A cutoff (default 0.5) can be established to further customize the decision boundary.

2.2.5. Neural Network

The Neural Network model mimics the methods of biological brains to solve predictive
problems [29]. The model structure consists of an input layer, one or more hidden layer(s),
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and one output layer. The adjacent layers are connected by transferring the values in one
layer to a new set of values in the next layer with a set of weights and an activation function.
The performance of the model is measured by the consistency between the model outputs
and the true class labels of the input instances. “Training” is the process of adjusting the
network weights to achieve the highest consistency (i.e., cross entropy) between the model
outputs and the true class labels.

2.2.6. Support Vector Machine (SVM)

SVM is also known as maximum margin classifier which aims to maximize the distance
between the hyperplane and the data points of both classes [30]. Maximizing the margin
distance reinforces that future data points can be classified with more confidence. SVM
is capable of transforming the data into a higher dimensional space using various kernel
functions to enhance data separability. In this study, linear SVM is used to facilitate risk
factor analysis.

2.2.7. Attribute Selected Classifier

The attribute selected classifier first uses dimensionality reduction to select the most
important attributes. The method is a Correlation-based Feature Selection (CFS) algo-
rithm [31], which applies to the training data and is model independent. Specifically,
the dependent variables (i.e., features) are ranked according to their absolute correlations
with the target variable (i.e., class labels). A higher absolute correlation implies more fea-
ture importance. CFS has been proven to be an efficient and effective technique to reduce
noise or bias in dataset with high subjectivity. Our experimental results demonstrate the
efficacy of CFS for our machine learning task.

3. Results

The data were analyzed through the WEKA machine learning software [32]. All
experiments were conducted using 10-fold cross validation, in which the dataset is parti-
tioned into 10 stratified non-overlapping folds. Each fold was subsequently held out as the
test data while the remaining folds form the training data. We report the average model
performance of the 10 test folds. In addition to the overall predictive accuracy, we present
the separate accuracies on the “yes” (i.e., Sensitivity) and “no” classes (i.e., Specificity),
respectively.

3.1. Model Performance Analysis

Table 2 represents the performance results of the models with the highest accuracies
based on the WEKA machine learning program. The predictability accuracies for each
model are further distinguished into correctly predicted “yes” decisions (i.e., Sensitivity)
and “no” decisions (i.e., Specificity).

Out of the six standard machine learning models, the model with the highest overall
accuracy is the Neural Network model with an accuracy of 77%. Logistic Regression model
achieves similar overall performance (76%). Examining the results in the Sensitivity and
Specificity columns, we observe that the Neural Network model was more effective at
predicting the “no” decisions, while the Logistic Regression model was more adept in
predicting the “yes” companies.

Of the six standard models, the least accurate model is the Naïve Bayes model, which
may be due in part to the nature of the algorithm which assumes no dependence or cor-
relation of any of the attributes. This assumption is likely violated since some startup
characteristics may indeed be highly correlated to each other. The range of overall accu-
racies for the top scores is slightly smaller for the meta-classifier used compared to the
regular models.

Table 2 further demonstrates that the meta-classifiers improved the overall perfor-
mance of each corresponding standard model except for Neural Network. Boosted by the
feature selection technique, the top overall performing meta-classifiers are the Logistic



Systems 2021, 9, 55 7 of 11

Regression and SVM models with an overall accuracy of 78%, and an average of 87%
and 69% on the “yes” and “no” classes, respectively. We further observe a consistent
performance gain over the standard models across both the favorable and unfavorable
classes. On average, the meta-classifiers improved the prediction accuracies in the favorable
companies more than the unfavorable ones.

Table 2. Performance comparison of machine learning models.

Model Sensitivity Specificity Overall Accuracy

Neural Network 0.72 0.82 0.77
Logistic Regression 0.82 0.7 0.76

Random Forest 0.84 0.68 0.76
SVM 0.78 0.62 0.7

Decision Tree 0.7 0.68 0.69
Naïve Bayes 0.82 0.56 0.69

Average Performance 0.77 0.68 0.73

Meta-Classifier (Attribute Selected Classifier)

Attribute-selected Classifier with Neural Network 0.76 0.74 0.75
Attribute-selected Classifier with Logistic Regression 0.86 0.7 0.78

Attribute-selected Classifier Random Forest 0.78 0.76 0.77
Attribute-selected Classifier with SVM 0.88 0.68 0.78

Attribute-selected Classifier with Decision Tree 0.82 0.6 0.71
Attribute-selected Classifier Naïve Bayes 0.88 0.66 0.77

Meta-classifier Performance Averages 0.83 0.69 0.76

Average Performance 0.81 0.69 0.74

In addition to delivering performance gains, the feature selection technique was also
effective in reducing the performance gap between the two classes for some models (e.g.,
Neural Networks and Random Forest). Nevertheless, based on the averages of all the meta-
classifiers, the predictability accuracy remains higher for the “yes” class compared to the
“no” class, with an average of 0.81 and 0.69, respectively. Since our dataset is balanced, this
performance bias suggests that it is easier to identify which companies are more attractive
investments to the firm opposed to which companies may not fit into the investment thesis.

3.2. Predictive Factor Analysis

Additionally, we studied the major attributes which affected the decision-making
of each model. We extracted the top predictive features for the linear and tree-based
algorithms, in which the contribution of each feature to the decision-making process is
well-defined. Table 3 presents the top five predictive attributes for the Random Forest,
Logistic Regression, and Decision Tree models. Similar analysis was performed on the
meta-classifiers and the results are presented in Table 4.

Table 3. Top five weighted predictive attributes.

Rank Random Forest Logistic Regression Decision Tree SVM

1 Social/Entertainment Sector Planning Strategy Planning Strategy Planning Stratege
2 Number of Members in Founding Team Technology Sector Technology Sector Product Quality
3 Personable Product Quality Food Sector Technology Sector
4 Years of Experience Marketing Strategy Product Uniqueness Marketing Strategy
5 Conviction Competition Home Goods Sector Social/Entertainment Sector
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Table 4. Top five weighted predictive attributes with attribute selected classifier.

Rank Neural Network Logistic Regression Random Forest SVM Decision Tree Naïve Bayes

1 Team Management Team Management Team Management Planning Strategy Planning Strategy Team Management
2 Planning Strategy Planning Strategy Planning Strategy Product Quality Product Quality Planning Strategy
3 Technology Sector Technology Sector Technology Sector Technology Sector Marketing Strategy Technology Sector
4 Product Quality Product Quality Product Quality Marketing Strategy Team Management Product Quality
5 Marketing Strategy Marketing Strategy Marketing Strategy Team Management Technology Sector Marketing Strategy

In Table 3, we observe that the ability to plan well is important as it is the highest-
weighted attribute for three out of four algorithms. The most weighted attribute for
the Random Forest model was whether the company was in the social or entertainment
industry, followed by other traits such as the size of the founding team and the likeability
of the founders and other attributes that no other algorithm shared the top importance of
from the table.

“Technology Sector” is another common predictive factor identified by three out of
four algorithms. A closer inspection on the weights of the “Technology Sector” attribute in
both the Logistic Regression and SVM models reveals negative signs, which indicate that
the attribute is a significant factor contributing to the unfavorable (“No”) predictions. This
reinforces RSC’s investment thesis of avoiding SaaS and technology-based companies.

The food and home industries were important attributes for the Decision Tree model.
Indeed, three out of five of the top important attributes in the Decision Tree model are
industry-specific as opposed to characteristics of the founding team or product. However,
since the Decision Tree model had the overall lowest accuracy among all standard algo-
rithms, which may point to the conclusion that focusing on the individual industries are not
as important in making investment decisions. This conjecture is confirmed by examining
Table 4 where four out of five principal factors are focusing on the quality of a company’s
leadership and product.

Because our feature selection algorithm (CFS) is performed on the training data and
is model independent, the top five selected features are the same for all meta-classifiers.
Nevertheless, the order of these five features indicates their significance. The results
reiterate the importance of planning and aversion to the technology sector. Furthermore,
four out of the five principal factors are related to the company’s founding team or product.
Given that meta-classifiers exhibit higher model performance and less inter-class bias,
we recommend collecting more features capturing the quality and characteristics of a
company’s management team and products for future studies.

4. Discussion

Our research suggests that qualitative startup attributes can play a significant role
in VC investment decisions, which is in line with general venture capital sentiment that
startup investment decisions are high risk because there is a lack of data-based evaluation
methods [33]. Models based on specific investment theses can help determine which
traits may be more influential in decision-making to RSC and which industries are more
favorable. Our framework of analyzing 15 unique categories of startups allowed us to
compare the impact of the many traits on decision-making, as opposed to a deeper dive
on a single feature measured among companies [34]. However, by comparing multiple
characteristics for each company, it becomes clear that many metrics on the scorecard may
be influenced by each other. For example, did a low score on “Creativity” for a management
team or founder contribute to a low score on “Product Uniqueness”? There seems to be
similar positive correlation between multiple traits where intersecting biases are difficult to
account for; perhaps in a longer-term cross-sectional study with this VC firm, we could
analyze the most influential factors in decision bias [35].

Our findings align with RSC’s investment thesis in that the company is focused on
investing in consumer goods as opposed to technology and software companies. Therefore,
based on the sample companies, there would be significant filtering solely by evaluating
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the startup industry as 26% of the startups that were passed on belonged to the Technology
sector, the highest rate of passed investments of all industries in our data. There are many
new frameworks for investing in early-stage companies that propose using a considerable
amount of criteria and features [36]. Using the attribute-selected meta-classifier that reduces
the number of features used in the algorithm, deciding whether to invest in a startup for
the VC firm could be more straightforward than initially perceived. For the attribute
insight that was offered by the WEKA program, the characteristics of the founding team
and planning strategy may be significantly influential. These industries and attributes
that impacted investment decisions the most may be more important to consider on the
scorecard, diminishing the justification for some of the other features if the predictability
results in similar accuracy.

It is worth noting that the attributes of value are constantly changing and should be
reevaluated periodically due to the evolving venture capital environment and the adapt-
ability of a firm’s investment thesis. Venture capital firm values evolve with innovative
industries, and when certain qualitative or quantitative traits are more prevalent in certain
industries, the heavy emphasis on these features could cause a shift in favored invest-
ments. For example, if management teams have more years of relevant career experience
in biotechnology startups and this trait is favorable in the venture capital environment,
then the favorable quality could cause a higher skew towards venture capital investments
in biotechnology companies. This has been seen in the past popularity of investments
in SaaS companies with the considerably larger amount of funding this sector received
compared to others due to favorable high returns; compared to the relatively difficult
environment, SaaS investing has become for venture capital firms looking for good deal
flow and discounts [37,38].

Our machine learning methods were chosen to their standard and common use for ease
of comparison and understanding. There may be more accurate models in predictability
and discerning which qualities could be more meaningful. Our models used a relatively
small sample size. Nevertheless, considering the practicality of a single firm scoring
100 startups on multiple features, the model results sufficed to satisfy our hypotheses that
qualitative features in a startup were significantly impactful in decision-making. WEKA
effectively helped reduce the biases in investment decision-making by discerning the
attributes that could be worth paying more attention to, which simplifies the process in a
relatively customizable manner [39,40].

5. Conclusions

There are many ways to approach the evaluation of startups, and every venture capital
firm may have a different approach. Our study provides convincing evidence that machine
learning models can be adapted to support investment decisions for VC firms. We find
that there should be a lower number of influential criteria to make efficient investment
decisions that accurately reflect an investment thesis. We also conclude that qualitative
features are impactful in investment decision-making and suggest these features should be
considered more than most basic quantitative features, depending on the firm. If and when
venture capital firms should demonstrate full conviction in the investment thesis, firms
should follow relatively strict investment decisions based on these theses according to our
findings and discussion due to the high impact of fewer qualities. Our study is limited
in that a single VC firm chose the companies, and thus the industry spread may not be
neutral. Furthermore, the scoring categories could be biased towards the opinions of the
firm and its investment thesis. There may be other important aspects of the companies that
may result in more accurate predictability of whether to invest. Although our model is
not perfect, our experimental results demonstrate effective predictive models that could
serve as a Focus of Attention (FOA) tool for a VC firm. Further research may be conducted
with more detailed attributes of the founding team and, thus, provide more insight into
what types of people are associated with successful companies. Potential studies could
include optimal methods of data discovery for the more subjective information. Examples
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of data discovery methods include founder interviews, self-reported surveys of startups,
and news article sentiment.
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