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Abstract: Although instructional feedback plays an essential role in regulating learning and improv-
ing performance, few studies have systematically investigated the needs of teachers and students for
instructional feedback systems or developed designs and experiments, especially at the high school
level. To address this research need, the present study investigated the needs of selected students and
teachers in a high school in Hubei Province, China, and designed and developed a diagnostic visual
feedback system for an experimental study with 125 students from a 10th-grade biology class in the
same high school. The results showed that this diagnostic visual feedback report improved student
performance (ES = 0.37) and that functions such as misconception location, knowledge diagnosis,
and knowledge alert were well received by students. These findings have multiple implications for
facilitating the design and development of diagnostic visual feedback systems.

Keywords: instructional feedback; feedback design; cognitive diagnosis; visualization; high school

1. Introduction

Instructional feedback has a pivotal role in motivating learning and learners’ acquisi-
tion of knowledge and skills [1–3]; it helps students to obtain a clear perception on three
questions: Where am I going? How am I going there? Where to next? [4]. In other words, it
helps students gain insight into their current location in the learning process and provides
them with information on how to get from their current location to their desired location [5].
For this reason, feedback has been widely recognized as critical to improving student
academic performance [6–8]. However, few people have noticed that the effectiveness of
feedback is largely dependent upon its design [9].

Traditionally, there are three main challenges facing the design and delivery of instruc-
tional feedback: First, feedback is untimely. In many cases, students receive feedback only
after they have taken their final exams, and by then it is too late, because the semester is
over. Second, feedback is difficult for both teachers and students to integrate and utilize.
The use of big data collects massive amounts of information on student behavior and
performance, but improper processing and utilization not only increase teachers’ workload
but also increase students’ cognitive workload. Many students complain that feedback
reports are too text-based and obscure, which makes them reluctant to use such reports [10].
Third, much of the feedback is based on data about student behavior, such as hours of study
or number of posts, rather than student performance. This makes the feedback somewhat
inaccurate. Many existing feedback systems thus fail to satisfy the needs of both teachers
and students in educational practice [11,12].

Along with the advances in technology, artificial intelligence technologies and learning
analytics in education can help us deal with these challenges adequately. In terms of timeli-
ness, learning analytics technology can collect multiple modal data (including behavior,
performance, and mood) and more detailed data (including mastery of knowledge points
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and misconception), and the data collected are monitored and generated in real time, which
increases responsivity. Visualization technology also has significant potential in terms of
interpretability: It allows students and teachers to understand information at a glance with-
out necessarily having to master complex statistical analysis techniques. Finally, in terms
of accuracy, cognitive diagnostic technology can provide accurate diagnosis and analysis of
students’ knowledge mastery. However, most research studies on technology-enhanced
feedback systems have focused on the employment of a single technology, and there has
been a lack of feedback design integrating all three technologies in educational practice.

Feedback systems also tend to lack input from frontline teachers and students in their
design. We searched for papers from 1990 to 2023 using the Web of Science literature
database—using feedback, instructional feedback, and feedback system as keywords—and
found that feedback interventions informed by frontline teachers and students are very
rare [13,14]. There is also insufficient empirical evidence supporting the effectiveness of
such technology-enhanced feedback systems, especially in K–12 education [15].

In response to the above research limitations, a front-end analysis was conducted
before designing and delivering the feedback system. We then developed a diagnostic
visual feedback system according to the demands identified that can analyze and diagnose
students’ answers to test papers and visually present the results. Finally, we conducted an
empirical study on this diagnostic visual feedback system at the high school level. In this
paper, we address the following three questions:

1. What kind of feedback functions are needed for teachers and students?
2. What are the technological means to achieve those feedback functions?
3. What is the overall effect of diagnostic visual feedback system? What functions

are valued?

2. Literature Review
2.1. The Definition and Classification of Instructional Feedback

In this paper, instructional feedback is conceptualized as conveying information
about a student’s performance to change their thinking or behavior and thereby improve
learning [15]. Instructional feedback provides an assessment of student performance
and guides them to engage more effectively in learning activities. It informs students of
their correct and incorrect learning behaviors alongside justification and rationale for this
feedback. Good feedback gives specific and relevant responses, rather than a broad and
general assessment [15]. In this way, the instructional feedback gradually helps students
reduce the gap between expected performance and the status quo [16].

Instructional feedback can be classified into different types. In terms of feedback
source, common forms are teacher feedback, peer feedback, and machine feedback. Teacher
feedback is the most common but creates an additional workload for teachers and does
not ensure timeliness. Peer feedback is more appropriate when teachers do not have time
to give feedback to each student, but accuracy cannot be guaranteed. Machine feedback
can provide timely and quality feedback to lower the teachers’ workload. Feedback timing
can be divided into indicative, formative, and summative forms. Indicative feedback is
provided before the activity, and without this information someone cannot assess their
progress. Formative feedback is given during the course of instruction, usually at the end
of a small unit or project, while summative feedback is given at the end of the entire course
after all units or projects have been completed [16–18]. Formative feedback is recognized as
superior to summative feedback, because it is effective for real-time monitoring and analysis
of the learning process. The disadvantage is that it is hard for teachers to implement, but
machine feedback could make it easier to achieve formative feedback.

2.2. Benefits and Challenges of Instructional Feedback

Good instructional feedback improves student performance, and such feedback is
generally formative, is timely, includes diagnostic analysis, and is easy to understand.
Kebodeaux et al. [19] conducted an empirical study using a system that provides immediate
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feedback on problems in engineering statistics and showed that the system led to significant
improvements in student performance. Alemán et al. [20] conducted a comparative study of
students and found that the use of a diagnostic feedback tool improved learning outcomes
in the experimental group. Molin et al. [21] conducted a randomized experiment in physics
instruction and found that formative teacher feedback positively and significantly affected
learning outcomes.

The literature also suggests that continuous use of instructional feedback is known
to improve students’ self-regulated learning [16]. Self-regulated learning emphasizes
learners’ proactive control and regulation of their own learning processes [22,23], which
is particularly essential for the K–12 education due to the tender age of students. Self-
regulated learning specified several key activities, including goal setting, self-evaluation,
task strategy, and help seeking [24]. Those activities can inform the design and utilization
of an effective feedback system. Pintrich [25] suggested that providing information in
feedback can effectively promote students’ self-regulation skills, because doing so can assist
students with metacognition and self-monitoring, as well as guiding them in the selection
of proper learning objectives and strategies. According to Pintrich and Zusho [26], even
underachieving students can improve their self-regulation through self-monitoring training
with feedback.

Despite its various learning benefits, designing and developing good feedback remains
difficult. Feedback design involves a combination of opinions from many parties, such
as technical staff and subject experts, and especially the needs of frontline teachers and
students. Developers also face many technical challenges, including, first, how to ensure the
timeliness of feedback; second, how to implement the diagnostic functions for knowledge
improvement; and third, how to use technology to present the information in a visual way
to make the feedback easy to understand.

2.3. Technology-Enhanced Instructional Feedback Systems

Technologies such as a knowledge base, data mining, predictive analytics, feature
extraction with clustering, and linguistic analysis engines are widely used in technology-
enhanced feedback systems. A system will typically use multiple technologies to implement
its functionality. In general, intelligent correction techniques are the most commonly used in
feedback systems to determine what is right or wrong by comparing student answers with
those set by the instructor [13]. Such techniques mostly provide timely feedback on specific
exercises in the course and generally include answers and more detailed explanations.
Singh et al. [27] developed a system that automatically generates feedback for programming
assignments that told students what they had done wrong and helped them to correct it; it
resulted in a 65% increase in the number of corrected answers and submitted corrections.

The dashboard/visualization technology is also commonly used to track the results
of student exercises and present them in graphical form, giving learners insight into their
learning performance and supporting awareness, reflection, and meaning-making. The
CALMSystem developed by Kerly et al. [28] is one example of the use of dashboard
technology that helped to improve students’ self-reflection and self-assessment skills.
Bodily et al. [29] designed and developed a dashboard with two functions: facilitating
knowledge learning and improving metacognitive strategies; 79% of students who used
the dashboard found it useful and engaging. The dashboard developed by Arnold and
Pistilli [30] employed Course Signals to remind students whether they needed to improve
their learning in the course. When the course is red, students need to take action to
improve their performance; when the course is green, course learning is on track. Students
and teachers who have used this dashboard agree that the tool contributes to overall
academic success.

In addition, the natural language processing (NLP) technique is commonly used to
process and analyze large amounts of text data using semantic and syntactic analysis
algorithms. Trausan-Matu et al. [31] used this technique to identify thematic, semantic, and
discourse similarities to provide automatic feedback and support for learners. Similarly,
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Ono et al. [32] constructed a novel feedback system based on text-mining techniques, which
generated timely feedback in foreign language speech classes. It helped students reflect
more deeply on their performance, with 78% of users having a positive overall impression.

3. Method

This study used a mixed methods research design, which can be divided into three
phases. The first phase involved front-end analysis, in which we conducted semi-structured
interviews with teachers and students. In this phase, we focused on getting to know and
collecting teachers’ and students’ demands for instructional feedback and their percep-
tions of feedback content. The second phase focused on instructional feedback design,
and we analyzed how to achieve the demands collected earlier with the support of tech-
nology. In this phase, we eventually developed a diagnostic visual feedback system.
The third phase was the empirical evaluation, in which we collected empirical evidence
regarding the impact of diagnostic visual feedback in a 10th-grade biology class. We con-
ducted an experimental study with 125 students randomly assigned to a treatment and
a control group.

4. Phase 1: Front-End Analysis
4.1. Participants

A total of 20 people participated in these interviews: 10 teachers and 10 students.
Both teachers and students were from a public high school in Hubei Province, China. The
selection of teachers ensured that one or two were interviewed in each subject, which
included Chinese (one teacher), English (one teacher), mathematics (two teachers), biology
(three teachers), chemistry (two teachers), and politics (one teacher). The teachers all had
15–20 years of teaching experience. The interviewed students (six male and four female)
were randomly selected from the senior class.

4.2. Interview Protocol

We interviewed teachers and students on the following three topics: daily usage,
strength, and demand for current feedback. Sample questions included: What kind of in-
structional feedback have you used in your normal teaching or learning process (including
the form, function, and purpose of feedback)? What kind of functions does this feedback
have? What are the advantages of this feedback and which ones can be continuously
improved? What functions of feedback do you think are urgently needed in teaching?
How do you use feedback to improve teaching or learning? What functions do you think
instructional feedback needs to include?

Although they taught different subjects, these teachers had overall similar opinions
regarding the current feedback system used in their school, with its strengths and weak-
nesses consistently agreed upon. However, the requests of teachers for a future feedback
system tended to vary across disciplinary domains. Teachers from the subjects of arts
and humanities demanded more functions of social interaction and personalized com-
ment, while the teachers of subjects such as mathematics and sciences placed more em-
phasis on knowledge diagnosis and individualized intervention. Since this study was
conducted primarily in biology classrooms, we focused more on the opinions of science and
mathematics teachers.

4.3. Primary Data Analysis Results

We organized and analyzed the demands and suggestions of teachers and students.
In summary, we found that a technology-enhanced instructional feedback system should
contain four key areas. First, the technology-enhanced instructional feedback system needs
to help students engage in self-evaluation. Teachers suggested providing evaluation in
multiple ways, such as scores, ranking, and knowledge mastery. Second, a technology-
enhanced instructional feedback system is needed to help students diagnose errors; in
this paper, we refer to errors or questions that are done incorrectly as misconceptions.
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Diagnosing misconceptions helps students learn to correct what has been done incorrectly
and to prevent what could be going wrong. Third, a technology-enhanced instructional
feedback system needs to help maintain students’ motivation to learn. Teachers believe
this can be achieved through both attribution and teacher comments. Fourth, teachers and
students want technology-enhanced instructional feedback systems to be presented visually.
Tedious textual feedback tends to lead to student resistance, and graphical presentation is
an approach that teachers and students approve of.

As discussed above, a technology-enhanced instructional feedback system needs to
have two very important features: visualization and diagnostic function. We therefore
determined the teachers’ preferred features based on their opinions and designed a diag-
nostic visual feedback system. The modules and functions of the diagnostic visual feedback
system should be those shown in Table 1.

Table 1. Modules and functions of the diagnostic visual feedback system.

Modules Preferred Function Teachers’ Opinions

Self-evaluation module
Class score ranking Present information from multiple perspectives, including

score, ranking, and masteryDegree of knowledge mastery

Diagnostic module Location of misconception Let students know what has been done incorrectly and
prevent what could go wrongKnowledge alert

Motivation module
Correct attribution Help maintain students’ motivation to learn
Teacher comments

5. Phase 2: Diagnostic Visual Feedback Design
5.1. Design and Development of Self-Evaluation Module

This module consists of two parts: class score ranking and degree of knowledge
mastery. Knowledge points are taken from the established curriculum standards and
learning objectives. In China’s context, K–12 instruction has historically been assessment-
oriented, with much emphasis placed on knowledge comprehension, rather than the
development of creative and critical thinking skills. Therefore, we did not consider more
complex knowledge diagnostics regarding creative and critical thinking skills. The function
for the degree of knowledge mastery is implemented using learning diagnostic techniques.
The main calculation for the mastery of knowledge points is shown in Formula (1), where
X represents the degree of mastery of students’ knowledge points, i represents the ith
knowledge point in a test paper, Ci represents the number of times the ith knowledge point
was answered correctly, and Qi represents the number of times the ith knowledge point
was examined in a test. To convey this information visually, the score ranking is presented
as a scatter plot and the degree of knowledge mastery is presented as a pie chart, as shown
in Figure 1. For example, the student who viewed Figure 1 would understand that he/she
made it into the top ten in the last exam, yet about 20% of the knowledge was not mastered
and compensatory learning was needed to address this issue.

X =
n

∑
i=1

Ci
Qi

(1)
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Figure 1. Self-evaluation module. (a) Score ranking: Students’ scores are on the Y-axis; students’ class
rank is on the X-axis; (b) degree of knowledge mastery: The green area represents the percentage of
knowledge a student has mastered, while the red area represents the percentage of knowledge not
mastered by the student.

5.2. Design and Development of Diagnostic Module

The diagnostic module includes identifying the location of the misconception and
knowledge alert. We used knowledge mapping technology to implement the function for
identifying the location of the misconception. The Best Matching 25 (BM25) algorithm [33] is
used for knowledge matching for misconception location and is used to achieve correlation
matching between test questions and chapters in the textbook. BM25 is the most mainstream
algorithm in the field of text information retrieval for calculating the similarity score
between queries and documents. The main steps for employing BM25 are as follows:
First, the query, Q, is tokenized to generate individual words, qi. Then, for each candidate
document, d, the relevance score is calculated between each word, qi, and the candidate
document, d. Finally, the relevance scores of qi relative to d are weighted and summed to
obtain the relevance score between the query, Q, and document, d. The general formula for
the BM25 algorithm is shown as follows:

Score(Q, d) = ∑n
i wi(qi d) (2)

The specific implementation of this paper consists of four steps. First, a list of doc-
uments is created to store the knowledge points from each chapter in the textbook and
to number the list of documents by chapter and section. Second, the knowledge points
in the documents are divided into entries; the document number corresponding to each
entry is written down, which yields the inverted index file. Third, the same method is
then used to obtain all of the entries for the test question, which are then matched with the
previous inverted index list. We can thus determine all of the related documents containing
the entries for the test question. The top N documents with the highest similarity are
retained by matching. Fourth, using the BM25 algorithm, the top N entries are reordered to
return the section with the highest similarity. The visualization presents the location of the
misconception as a list with a bar graph showing the class error rate for that question, as
shown in Figure 2.
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Figure 2. Misconception location module. Each bar represents a misconception. The top serial
number indicates the question number for the misconception. The descriptions that follow are the
knowledge points in the question and their location in the chapter. Each misconception includes a
percentage bar that represents the correct rate for the question in the grade. Students need to make
an attribution for each misconception by checking one of three choices: “careless”, “forget”, and
“misunderstanding”.

This part of the knowledge alert system uses knowledge tracking technology. An
intelligent learning diagnostic experiment platform was built, as shown in Figure 3, which
derives the students’ mastery of each knowledge point. The value obtained by dividing
the student’s mastery of the knowledge point by the class’s correct answer rate for the
knowledge point determines whether a warning needs to be given for the knowledge point.
A traffic light approach is used in the visual presentation: Red represents simple knowledge
not yet mastered, yellow represents moderately difficult knowledge not yet mastered, and
green represents highly difficult knowledge not yet mastered; this is combined with the
knowledge map to create the knowledge alert, as shown in Figure 4.

Figure 3. Intelligent learning diagnostic experiment platform. The Q matrix is obtained after each
test by experts who label the knowledge points tested in each test question. Student test response
data and the Q matrix are imported, and the platform is updated with the student’s mastery of each
knowledge point.
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Figure 4. An example knowledge alert.

5.3. Design and Development of Motivation Module

The motivation module consists of two sections: correct attribution and motivational
teacher comments, as shown in Figure 5. The correct attribution is a section that requires
student participation to complete. Students need to check the attribution of each misconcep-
tion in Figure 2, then count how many times each attribution was selected, and finally trace
the radar chart in Figure 5a according to the number of times each attribution was selected.
There are two main reasons for designing this section to require students’ hands-on work:
First, only the students themselves know the causes of each misconception, so we need
to guide them to attribute causes in a direction that can be improved through hard work.
Second, having students do it themselves allows them to reflect on the misconception and
better engage with it, instead of simply receiving the feedback passively.

Figure 5. Motivational module. (a) Radar chart for misconception attribution; (b) teacher comments.
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For motivational teacher comments, a rule-based comment generation technique is
used. Each comment consists of two parts: information about the student test summaries
and teacher comments. The student test summaries are primarily the content of the self-
evaluation module, as shown in Figure 5b.

Creation of the teacher comments is divided into three steps: designing the generation
rules, building the corpus, and technical realization logic. For the generation rules, we
assign praise to students who are progressing and encouragement to students who are
regressing. When a student regresses in performance, we also add some learning strategy
suggestions to the teacher’s comments, according to the student’s level of achievement.
This could include metacognitive, self-regulation, and learning method strategies. For
example, students with good grades are advised to pay attention when they are careless
and be more careful; students with moderate grades are advised to pay attention to self-
regulation and practice special exercises; and students with low grades are advised not to
be discouraged, but to develop good study habits, as shown in Figure 5b.

We created three types of corpora: praise, encouragement, and learning strategies.
Sentences in the praise corpus include: “Good job!” and “Excellent, and I’m so proud
of you!”. Encouraging phrases from the corpus include: “You didn’t play well this time,
but failure is the mother of success: I’m sure you can do it next time” and “Don’t be
discouraged: prepare well and you will definitely make great progress next time”. The
sentences in the learning strategies’ corpus include: “Develop the habit of taking notes”
and “Pay attention to the summary”.

For the technical realization logic, we took the difference between the student’s current
ranking and the last ranking; if the resulting value is greater than five, the student ranking
is judged to have decreased, but if it is less than minus five, it is judged to have increased.
Other cases are considered stable. Praise and encouragement rubrics are then generated
based on whether the student ranking has increased or decreased. For students who
remained stable, praise is given if they are in the top 50% of the rankings, while for others,
encouragement is given. The logic flow chart is shown in Figure 6.

Figure 6. Technology realization logic process flow chart for teacher comment generation.

6. Phase 3: Empirical Evaluation
6.1. Research Context and Participants

We conducted an empirical study in a public high school in central China. We selected
two parallel classes with comparable grades and numbers for the empirical research, one as
the control class and the other as the experimental class. A total of 125 students participated
in the experiment (71 boys and 54 girls), with an average age of 14 years. The entire
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experiment lasted six weeks, and a total of three exams were administered, including a
pre-test and a post-test. Diagnostic visual feedback reports were provided for the students
in the experimental group after every exam, and no intervention was made for the students
in the control group.

6.2. Data Collection and Analysis

We collected two kinds of data: student scores and evaluation survey questionnaires.
Student score data were collected through paper exams. The exam papers were prepared
by three senior teachers with 20 years of teaching experience, led by the school’s chem-
istry teaching team leader. The total score for the paper was 100 marks and it included
25 questions. Three sets of exam papers were prepared, which have been used for decades
and have been shown to assess knowledge accurately. The evaluation survey was designed
to investigate which modules students found valuable. There was one multiple-choice
question: Among the following six feedback functions, which functions do you think
are useful?

To explore the effect of the diagnostic visual feedback reports on student performance,
we took whether students received diagnostic visual feedback reports as the independent
variable and the change in students’ performance as the dependent variable. We first
conducted K–S tests on the pre-test and post-test scores from both classes, and the results
showed no significant difference (p = 0.441 for the pre-test; p = 0.445 for the post-test),
which indicated that the data follow normal distribution. To explore the changes in student
achievement, we conducted independent samples t-tests on the pre-test and post-test scores
of the two classes separately. For the questionnaire data, we applied statistical analysis and
ranked the selected rate of each function. The data were analyzed using IBM SPSS software
(version 21).

6.3. Results
6.3.1. Effectiveness of Diagnostic Visual Feedback System

The results of the independent samples t-test showed that there was no significant
difference between the pre-test scores of the two classes (p = 0.33; M = 52.77, SD = 6.77
for the control class; M = 54.02, SD = 7.39 for the experiment class). The average score
in the control class was slightly higher than the average score in the experimental class;
however, there was a significant difference between the post-test scores of the two classes,
and the experimental class had a higher mean score than the control class by 2.98 points
(p = 0.04; M = 62.84, SD = 8.25 for the control class, M = 65.82, SD = 7.76 for the experiment
class; ES = 0.37). The detailed data are shown in Table 2. This demonstrates that the
diagnostic visual feedback report had a significant effect on improving student performance.
Additionally, we also calculated the value of gain for the effect size between the pre-test
and post-test experimental group as measured by Cohen’s d (ES = 1.79), indicating that
the diagnostic visual feedback system produced a good improvement in participants’
academic performance.

Table 2. Key statistical results of the t-test comparing pre- and post-test scores.

Score N M SD df t p

Pre-test
Control class 63 54.02 7.39

123 −0.979 0.33Experimental class 62 52.77 6.77

Post-test
Control class 63 62.84 8.25

123 2.08 0.04Experimental class 62 65.82 7.76

6.3.2. Results of the Evaluation Questionnaire

The misconception location function was considered by students to be the most useful,
with 79% of students choosing it. The second most selected function was the degree of
knowledge mastery, with 73% of students choosing it. Class score ranking and knowledge
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alert were in third and fourth places, respectively, with more than half of the students
finding them helpful to their studies. Teacher comments and the radar were the last
two choices, with 47% and 37% of students, respectively, as shown in Table 3.

Table 3. The popularity of the functions of diagnostic visual feedback.

Functions Approval Rate Rank

Misconception location 79% 1
Degree of knowledge mastery 73% 2

Class score ranking 58% 3
Knowledge alert 55% 4

Teacher comments 47% 5
Radar chart for attribution 37% 6

7. Discussion and Conclusions
7.1. Feedback Functions Needed for Teachers and Students

Based on our research results, we found that the misconception location function and
degree of knowledge mastery were the types of feedback most needed by teachers and
students. The function of misconception location is difficult to obtain through student anal-
ysis and is rarely seen in their usual learning, so students found this function particularly
useful. The degree of knowledge mastery is a partial summative assessment that allows
students to recognize the gap between their current understanding and their goals as a
whole, which better motivates them to learn [26].

The functions of class score ranking and knowledge alerts formed the second tier
of feedback types needed by teachers and students. The former gives students a clear
idea of their ranking in the class, while the latter ensures students are clearly aware of
the weak parts of their knowledge. Students appear to prefer features that inform them
either of their current status or of directions for improvement. This finding is consistent
with the argument of Bodily et al. [22], who designed and developed a learning dashboard
presenting students’ strong and weak knowledge points to make sure that they know their
current state of learning and give suggestions for improvement. In another experiment
with learning analytics dashboards, Corrin and de Barba [27] also found that presenting
students’ current learning can have an important impact on students and give them an
objective perception of their level of academic achievement.

As for the teacher comments and radar charts for attributions, they were selected the
least, perhaps because teacher comments were text-based and not as interesting as the
charts, and the attribution radar charts required students to do it themselves, which may
cause some less motivated students to resist them.

7.2. Technological Means to Achieve Feedback Functions

The knowledge mapping technique was used in this study to determine the location
of misconceptions, and the knowledge tracking technique was used for the knowledge
alerts. Teacher comments were implemented using grammar rule-based rubric generation
techniques and hidden Markov models. Visualization was implemented with Python and
Echart. The most useful and core technologies were still those used for diagnosis, such as
knowledge mapping, knowledge tracking, and learning diagnosis technologies, but the
preliminary stage still requires teachers to mark the knowledge points for the test questions,
which is a fairly tedious process, and we expect better automated feedback methods at a
later stage. Visualization is also an important technique, not only to calculate the result, but
also to enable students to understand what the result means so that they can understand it
at a glance. The teacher comment module, which our system currently generates based
on rules, appears less intelligent than natural language processing techniques. We look
forward to teacher comments being implemented in a more intelligent way.
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7.3. Overall Effect of Diagnostic Visual Feedback System and Functions Valued

The results of this study revealed that the diagnostic visual feedback system had a
moderate and statistically significant effect on improving student achievement. There are
two possible reasons that could explain this finding. First, the diagnostic visual feedback
system may have improved student performance by helping students to self-regulate
their learning. Setting learning goals and implementing effective learning strategies were
techniques provided to promote self-regulated learning [34]. In our diagnostic visual
feedback system, the degree of knowledge mastery and class score ranking helped students
understand where they stood in relation to their goals, and misconception location and
knowledge alerts helped students adopt appropriate strategies to improve their learning.
Self-regulated learning may thus be an intermediate pathway for feedback to promote
improved performance.

Second, the improvement in student performance from this diagnostic visual feedback
system may also be achieved by enhancing students’ motivation to learn. The feedback
draws the student’s attention and then provides information that is relevant to the stu-
dent’s own test results. According to the attention, relevance, confidence, and satisfaction
(ARCS) theory of motivation design [35], attention and relevance are two essential design
features to induce and sustain learning motivation, which in turn promotes improved
academic performance.

7.4. Implications for Feedback Design

We gained the following insights from this study. First, the following modules need to
be considered when designing an instructional feedback system: students’ current status,
directions for improvement, and motivation for learning. For example, the class score
ranking function and the degree of knowledge mastery function can be used to show
students’ current status. Students can be informed of the direction of improvement with
the misconception location function and the knowledge alert function. The attribution and
teacher comment functions can also be used to motivate and maintain student motivation.

Second, for developers, the feedback tool needs to integrate algorithms and visualiza-
tion organically to increase the accuracy and usability of performance assessment. The data
types presented in each module differ, so different visualization presentation methods must
be chosen for different characteristics of the data (e.g., we chose scatter plots for ranking
and score presentation).

Third, teachers and students need to be involved in the process of creating and using
feedback. In this study, teachers did some prework when creating the feedback, and
students needed to complete modules on their own when using the feedback; these teacher–
student involvement sessions made them more engaged in reflecting on their teaching
or learning. We believe this also promotes a diagnostic visual feedback system that can
achieve better results.

7.5. Limitations and Future Research

This study has several limitations that provide avenues for future research. First, our
feedback modules are designed in the context of China where the focus of K–12 educa-
tion is on knowledge comprehension rather than the development of creative and critical
thinking skills. Consequently, our feedback system was designed to serve such a focus and
thus certain findings might not be generalized to other educational contexts with different
values and ideologies. Second, our empirical study had a small sample size of 125 indi-
viduals from two classes, which was not universal or representative. Third, we only used
diagnostic visual feedback reports twice in our empirical evidence; the long-term effect
was not evaluated and the novelty effect might also have contributed to the performance
improvement found in this study. Fourth, our study was a quasi-experiment, not a random-
ized group experiment, so the influence of confounding variables cannot be eliminated.
Finally, our study may have been influenced by the Hawthorne effect, i.e., participants may
have changed their behavior as a result of finding themselves under observation. In the
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future, we recommend that specific feedback modules be developed to assess and promote
higher-order thinking for students. Additionally, we recommend that researchers employ
rigorous research and the pragmatic value of the study results to investigate the long-term
effects of the diagnostic visual feedback, while collecting data from a larger and more
diverse sample to increase both the credibility and the generalizability of the study results.
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