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Abstract: Steel surface defect recognition is an important part of industrial product surface defect
detection, which has attracted more and more attention in recent years. In the development of steel
surface defect recognition technology, there has been a development process from manual detection
to automatic detection based on the traditional machine learning algorithm, and subsequently to
automatic detection based on the deep learning algorithm. In this paper, we discuss the key hardware
of steel surface defect detection systems and offer suggestions for related options; second, we present
a literature review of the algorithms related to steel surface defect recognition, which includes
traditional machine learning algorithms based on texture features and shape features as well as
supervised, unsupervised, and weakly supervised deep learning algorithms (Incomplete supervision,
inexact supervision, imprecise supervision). In addition, some common datasets and algorithm
performance evaluation metrics in the field of steel surface defect recognition are summarized.
Finally, we discuss the challenges of the current steel surface defect recognition algorithms and the
corresponding solutions, and our future work focus is explained.
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1. Introduction

Steel is one of the most common metal materials in our daily life, where its uses are
numerous, and steel is the perfect material in many fields. Steel is widely used in civil
engineering infrastructure, aerospace, shipbuilding, automotive, machinery manufacturing,
and the manufacture of various household tools. According to the World Steel Association,
the global steel demand is expected to continue to rise by 0.4% in 2022, with annual
production reaching 1840.2 billion tons, more than all the other metals combined [1]. Today,
steel is a key material for manufacturing, infrastructure, and other industries. Since the
quality of steel will directly affect the quality of manufactured products and infrastructure
construction, it is particularly important to control the quality of the steel produced, as this
is the first guarantee of qualified products.

For the recognition of steel surface defects, it mainly includes three functions: detection,
classification, and the location of defects. The detection of defects is to determine whether
the inspection object contains defects; the classification of defects is, as the name implies,
the classification of defect categories; and the location of defects is to determine the location
of defects in the inspection object. The result of this defect location will be different for
different algorithms; most algorithms display a rough anchor frame to locate the defect,
while there are more accurate methods that can directly describe the shape of the defect
down to the pixel level.

However, the recognition of defects on the steel surface is more difficult, and the main
reasons why it is difficult to identify are as follows. First, there is an inter-class similarity
and intra-class diversity of defects on the steel surface [2]. Second, there are many types
of steel surface defects and some of these defects may overlap, while most classification
tasks can only find the defects with the highest confidence level in the defect category,
resulting in imprecise classification results [3]. In the actual production environment,
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it is very difficult to obtain high quality datasets for training machine learning related
algorithms because defects in steel production are originally small probability events, and
it is very difficult to obtain many samples with various types of defects; the labeling of the
data is also costly and labor intensive [4–7]. Since the classification of defect categories is
based on human subjective classification and there is still no strict classification standard,
these lead to difficulties in the progress of classification work. In addition, in the actual
production environment, the interference of the environment is serious such as uneven
lighting, light reflection, noise, motion blur, the existence of many false defects, and a
low contrast of background clutter, resulting in the recognition effect being often less
than ideal [8]. Although the introduction of more image sensors (depth and thermal
infrared) [9] can effectively reduce the influence of various interference factors, it also
creates a lot of redundant information. The contradiction between accuracy and speed
is also one of the main problems faced by the defect recognition algorithm [10]; in the
actual production environment, the speed of the assembly line is relatively fast, for flat
steel products, the assembly line running speed is about 20 m/s, for long wire, its product
production assembly line running speed is up to 100 m/s. To achieve real-time detection,
the algorithm developed must have a high enough accuracy at the same time, and the
recognition speed is also fast enough. However, these two points are often contradictory in
the design process of the algorithm. In the recognition of some small defects, it can be found
that the defect area is too small in relation to the whole detection object, which leads to the
detection object defect characteristics not being obvious. In addition, the manufacturing
industry may be different for different steel mills, which may lead to different types of
defects in their products, so the generalization of the algorithm will not be ideal, and it will
be more difficult to produce a high-quality general dataset, which needs to go to different
steel mills to collect samples. Finally, the collection of image samples of the inspected
objects is also difficult, because for some steels, multiple planes need to be inspected, which
leads to the need for multiple cameras to ensure complete coverage of the steel surface, so
the collection of images from multiple cameras is also difficult.

The most common steel products include hot/cold rolled strip, bar/wire rod, slab,
billet, and plate, which cover most of the uses of steel as a basic application material. The
study of hot/cold rolled steel strips has received the most attention, mainly because most
of these products are finished products. In terms of shape, the steel surface can be divided
into flat products and long products [11]. Among them, flat products can be subdivided
into slab/billet, steel plate, hot/cold rolled strip, and coated strip. Strip products include
rods/wires, which are made by a hot rolling process with an oxidized surface, and other
products such as rails, angle steel, channel steel, etc., which have a complex cross section,
so the detection is also more complex. The specific division structure of the steel surface
types is shown in Figure 1.
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The existence of different defects on the surface of different types of steel and the
absence of an accepted standard for the classification of defects leads to the possibility
of a certain irrationality in the classification of defects, which adds to the difficulties in
their recognition. In this paper, the defect categories mainly detected in a large amount of
literature are summarized, and the defect catalog published by Verlag Stahleisen GmbH [12]
was used as a basis to summarize the defect categories contained in the steel surface for the
types of the steel surface, and the specific defect categories are shown in Table 1.

Table 1. Statistics of the steel surface defect categories.

Steel Surface Type Defect Category

Slab Crack, pitting, scratches, scarfing defect
Plate Crack, scratch, seam
Billet Corner crack, line defect, scratch

Hot rolled steel strip Hole, scratch, rolled in scale, crack, pits/scab, edge
defect/coil break, shell, lamination, sliver

Cold rolled steel strip Lamination, roll mark, hole, oil spot, fold, dark, heat buckle,
inclusion, rust, sliver, scale, scratch, edge etc.

Stainless steel Hole, scale, scratch, inclusion, roll mark, shell, blowhole
Wire/Bar Spot, dark line, seam, crack, lap, overfill, scratch etc.

The steel surface defect recognition methods go through three stages: manual recog-
nition, the traditional machine learning algorithm, and deep learning algorithm. The
milestones regarding the development of industrial surface defect technology are shown in
Figure 2.
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The first stage of manual recognition methods refer to the detection of steel surface
defects by quality inspectors, mainly by virtue of manual experience and subjective judg-
ment: there are low efficiency, labor intensity, low precision, poor real-time, and other
defects [34]. In addition, the human eye observation range and speed are limited, generally
requiring that the product width cannot exceed 2 m and the product movement speed
cannot exceed 30 m/s, otherwise the human eye will not be able to make effective obser-
vations [35], so manual defect recognition can no longer meet the increasingly developed
industrial practical production environment. The second is the traditional machine learning
algorithm, which generally needs to manually design the feature extraction rules of the
recognition object, which is extremely dependent on the expert’s knowledge judgment, so
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human experience plays a decisive role in these methods, resulting in poor robustness of
the algorithm and insufficient generalization ability. Traditional machine learning methods
generally combine feature extraction methods with classifiers such as SVM to realize defect
recognition. Such methods are usually sensitive to defect size and noise, and are generally
not end-to-end models that cannot meet the needs of automatic defect recognition [36].
In addition, conventional machine learning methods rely on certain assumptions to be
valid [37], for example, the color depth of the defective part is not the same as the back-
ground part, which limits the scope of application of this type of algorithm. For deep
learning algorithms, with the advancement in computing power, they have gradually
started to become popular in the field of surface defect detection in recent years, and deep
learning methods have gradually been introduced into steel surface defect recognition.
These methods can autonomously extract image features in the dataset through neural
network models, and the characterization capability is more powerful, avoiding the manual
design of feature extraction rules, which can effectively overcome the shortcomings of
traditional machine learning methods. However, deep learning methods also have some
challenges in the actual application environment, as described in Section 5.

The rest of this paper is organized as follows. In Section 2, the key elements of the
hardware architecture of the steel surface defect detection system will be discussed. In
Section 3, the steel surface defect recognition algorithms are classified and summarized. In
Section 4, the datasets and algorithm performance evaluation metrics used in recent papers
are summarized. In Section 5, the existing challenges of the steel surface defect recognition
algorithm are described, and suggestions for their solution are provided. In Section 6, the
entire paper is summarized, and the future directions of our work are described.

2. Key Hardware for Steel Surface Defect Recognition System

A complete steel surface defect recognition system consists of three parts: image
acquisition, defect recognition, and quality control. The image acquisition aims to measure
and capture the image information of the object to be inspected using an optical system
that consists of a camera or analog camera and an illumination system. The camera is
used to capture the image of the object to be detected, while the light source is used to
assist the camera in capturing a higher quality image, which is beneficial for improving the
detection accuracy and training efficiency. The defect recognition process is implemented
by the software algorithm, and the specific description of the defect recognition algorithm
is described in Section 3. The defect recognition section delivers the recognition results to
the quality control section, thus displaying the strengths and weaknesses of the detected
object as well as key information such as the type and location of the defect, etc. The quality
control section only requires the reading and display of the information, so no detailed
description is needed. A diagram of the steel surface defect recognition system is shown in
Figure 3.

2.1. Camera

Industrial cameras can be classified according to the output mode and can be divided
into two categories: analog cameras and digital cameras. As the output signal form of
analog camera is a standard analog video signal, it needs to be equipped with a special
image acquisition card to be converted into digital information that can be processed by a
computer. Analog cameras are generally used in the field of TV cameras and surveillance,
with the characteristics of good versatility and low cost, but generally lower resolution,
slow acquisition speed, and the image transmission is susceptible to noise interference,
resulting in image quality degradation, so it can only be used for machine vision systems
with low requirements for image quality. In contrast, digital cameras are integrated with
internal A/D conversion circuit, which can directly convert the analog image signal into
digital information, which not only effectively avoids the problem of interference in the
image transmission line, but also generates higher quality images. Compared with analog
cameras, digital cameras also have higher resolution and frame rate, smaller size, and less
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power consumption requirements [38]. Therefore, digital cameras are more suitable for
working in fast steel production lines and complex environments in real steel mills than
analog cameras.
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If divided by chip type, industrial cameras can be further divided into two cate-
gories: charge coupled device (CCD) cameras and complementary metal oxide semicon-
ductor (CMOS) cameras. The difference between these two cameras lies in the way that
light is converted into electrical signals. For CCD sensors, light striking the image el-
ement generates an electric charge that is transmitted and converted into the current,
buffer, and signal output through a small number of output electrodes. For CMOS sen-
sors, each image element completes its own charge-to-voltage conversion while generat-
ing digital signals. CCD cameras do not have an absolute advantage over CMOS cam-
eras because CCD sensors can adapt to the brightness range of 0.1–3 lux, which is 3 to
10 times higher than the general CMOS cameras, so the current general CCD cameras have
a higher imaging quality than CMOS cameras. However, because the CMOS sensor has a
photosensitive element, amplifier, A/D converter, memory, digital signal processor, and
computer interface control circuit integrated in a silicon chip, it has a simple structure,
is fast, has a low power consumption, low cost, and other characteristics. With the de-
velopment of technology, the CMOS camera’s poor image quality, small image sensitive
unit size, and other problems have gradually been solved by the emergence of an “active
image sensitive unit”, which increased the ability to resist noise. This means that CMOS
sensors have an almost comparable sensitivity with CCD sensors, the image quality can
be improved, and in terms of power consumption, the processing speed is better than
that of CCD sensors. Therefore, many people believe that CMOS will become the leading
sensor technology for machine vision in the future [39]. In light of the actual production
environment in steel mills, CMOS cameras are more suitable for future defect detection
systems. CMOS sensors do not require complex processing and directly convert the elec-
trons generated by the image semiconductor into a voltage signal, so they are very fast,
an advantage that makes CMOS sensors very useful for high frame cameras, where high
frame speeds can easily reach over a thousand frames at speed, which is very suitable for
high-speed production lines.

In summary, since the steel surface defect recognition process and the capture of
dataset images are generally performed on steel mill production lines, and the actual steel
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mill needs to face the complex and harsh inspection environment of vibration, light, high
temperature, fast, steam and oil, etc., CMOS type digital cameras are recommended as the
actual image capture tool.

2.2. Light Source

As the camera exposure time is relatively short when shooting at high speed, in
order to let enough light into the camera in a short time, proper fill light is essential. A
suitable lighting system can help the camera capture sharper images, thus making the entire
inspection system more efficient and accurate. Light sources often used in machine vision
are fluorescent, incandescent, xenon, and light emitting diode (LED). Among them, the LED
light source is the most widely used in the field of steel defect recognition [40–42]. This is
because the LED lighting cycle is long, can generally be illuminated for up to 100,000 h, and
with its lower heat, low power consumption, uniform and stable brightness, and variety of
colors can be made into a variety of shapes and sizes and can set a variety of irradiation
angles to meet a variety of lighting needs. In addition, the LED light source response is
fast, can reach maximum brightness in 10 microseconds or less, has a power supply with
an external trigger, can be controlled by computer, has fast start, low operating costs, and
long life LED, which will reflect greater advantages in terms of the comprehensive cost and
performance. Guidelines for setting up the LED light source can be found in [43]. Since
some steel surfaces are relatively smooth, specular reflections need to be avoided as much
as possible, so diffusers can be added to the light set to reduce the glare reflected from the
metal samples.

3. Algorithm Classification and Overview

Steel surface defect detection algorithms are classified according to whether deep
learning techniques are applied and can be divided into traditional machine learning-
based algorithms and deep learning-based algorithms. The traditional machine learning
algorithms can be broadly classified into three categories: texture feature-based methods,
color feature-based methods, and shape feature-based methods. The algorithms based on
deep learning can be roughly divided into supervised methods, unsupervised methods,
and weakly supervised methods. Of course, deep learning methods can also be classified
according to the function of the selected neural network, which can be divided into image
classification networks and object detection networks. Among them, image classification
networks such as the classic AlexNet, ResNet, Visual geometry group (VGG), etc., and
object detection networks can be divided into single-stage methods and two-stage methods,
single-stage methods such as the well-known You only look once (YOLO) and Single shot
multibox detector (SSD), and two-stage networks such as Fast R-CNN and Faster R-CNN.

3.1. Defect Recognition Algorithm Based on Traditional Machine Learning

The traditional machine learning approach was an epoch-making advancement from
manual inspection, and usually starts with the manual design of feature extraction rules,
followed by feature extraction, and finally feeds the extracted features into the classifier to
achieve the classification of defects. Because of the reliance on manually designed feature
extraction rules, it leads to poor robustness and generalization ability of the algorithm and is
susceptible to interference and the influence of noise, thus reducing the detection accuracy.
The most traditional methods basically only provide a defect classification function and do
not perform defect localization or segmentation, which is an incomplete defect recognition
process. The machine learning algorithms used for steel surface defect recognition can
be broadly classified into texture feature-based methods, shape feature-based methods,
and color feature-based methods. However, in the field of steel surface defect detection,
since color features mainly refer to grayscale features of the image, and the methods used
to extract grayscale features are statistically based, the color feature-based methods were
classified here under the texture feature-based methods. An illustration of the classification
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based on traditional machine learning methods in the field of steel surface defect recognition
is shown in Figure 4.
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3.1.1. Texture Feature-Based Methods

Texture feature-based methods are the most common methods in the field of steel
defect detection, which reflects the homogeneity phenomenon in the image and can reflect
the organization and arrangement characteristics of the image surface through the grayscale
distribution of pixels and their nearby spatial neighborhood [44]. As shown in Figure 4,
it can be subdivided into statistical-based methods, filter-based methods, structure-based
methods, and model-based methods. These four methods can be used in combination or in
conjunction with each other to achieve a higher performance. Regarding the literature on
texture-based feature methods, these are shown in Table 2.

Statistical-based methods are used to measure the spatial distribution of pixel values,
usually by using the grayscale distribution of image regions to describe texture features
such as heterogeneity and directionality. Its common statistical methods include histogram,
co-occurrence matrix, local binary patterns, etc. In 2015, Chu et al. [47] proposed a feature
extraction method based on smoothed local binary patterns, which is insensitive to noise
and invariant to scale, rotation, translation, and illumination, so the algorithm can maintain
a high classification accuracy for the identification of strip surface defects. In 2017, Truong
and Kim [48] proposed an automatic thresholding technique, which is an improved version
of the Otsu method with an entropy weighting scheme that is able to detect very small defect
areas. Luo et al. [49] proposed a selective local binary pattern descriptor, which was used
to extract defect features, and then combined it with the nearest neighbor classifier (NNC)
to classify strip surface defects; this algorithm pursued the comprehensive performance
of recognition accuracy and recognition efficiency. The following year, Luo et al. [52]
also proposed an improved generalized complete local binary pattern descriptor and two
improved versions of the improved complete local binary pattern descriptor (ICLBP) and
improved the complete noise-invariant local structure pattern (ICNLP) to obtain the surface
defect features of the hot rolled steel strip, and then used the nearest neighbor classifier to
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achieve defect recognition classification, thus achieving high recognition accuracy. Zhao
et al., in 2018 [51], designed a discriminative manifold regularized local descriptor algorithm
to obtain steel surface defect features and complete matching by the manifold distance
defined in the subspace to achieve the classification of defects in images. In 2019, Liu
et al. [53] proposed an improved multi-block local binary pattern algorithm to extract
the defect features and generate grayscale histogram vectors for steel plate surface defect
recognition, and this work was able to recognize images at 63 FPS with a high detection
accuracy at the same time.

Table 2. Summary of algorithms based on image texture features.

Category Year Ref. Object Function Methods Performance

Statistical Based
Methods

2013 [45] Hot rolled steel strip Defect Classification Local binary pattern SNR = 40,
ACC = 0.9893

2014 [46] Steel strip Defect Classification Co-occurrence matrix ACC = 0.9600
2015 [47] Steel strip Defect Classification Local binary pattern ACC = 0.9005
2017 [48] Steel strip Defect Location Auto threshold -

2017 [49] Hot rolled steel strip Defect Classification Local binary pattern ACC = 0.9762,
FPS = 10

2017 [50] Steel Defect Classification Histogram,
co-occurrence matrix ACC = 0.9091

2018 [51] Steel Defect Classification Local descriptors ACC = 0.9982,
FPS = 38.4

2018 [52] Hot rolled steel strip Defect Classification Local binary pattern
TPR = 0.9856,
FPR = 0.2900,
FPS = 11.08

2019 [53] Plate steel Defect Classification Local binary mode, gray
histogram

ACC = 0.9440,
FPS = 15.87

Filter Based
Methods

2012 [54] Hot rolled steel strip Defect Classification Curved wave transform ACC = 0.9733

2015 [55] Thick steel plate Defect Detection Gabor ACC = 0.9670,
FPR = 0.75

2015 [56] Continuous casting slabs Defect Classification Shearlet ACC = 0.9420
2017 [57] Steel slabs Defect Detection Gabor ACC = 0.9841
2018 [58] Hot rolled steel strip Defect Classification Shearlet ACC = 0.9600

2013 [59] Hot rolled steel strip Defect Detection Wavelet transform G-mean = 0.9380,
Fm = 0.9040

2014 [60] Plate steel Defect Detection Gabor TPR = 0.9446,
FNR = 0.29

2019 [61] Continuous casting slabs Defect Classification Contour wave AP = 0.9787

Structure Based
Methods

2016 [41] Steel rails Defect Location Edge -
2010 [62] Steel strip Defect Location Edge -

2015 [63] Steel strip Defect Detection Morphological
operations

ME = 0.0818,
EMM = 0.3100,
RAE = 0.0834

2016 [64] Steel rails Defect Location Skeleton ACC = 0.9473,
FPS = 1.64

2014 [65] Silicon Steel Defect Segmentation Morphological
operations -

Model Based
Methods

2018 [66] Steel strip Defect Segmentation Guidance template

PRE = 0.9520,
RECALL = 0.9730,

Fm = 0.9620,
FPS = 28.57

2018 [67] Steel sheet Defect Segmentation Low-rank matrix model

AUC = 0.835,
Fm = 0.6060,

MAE = 0.1580,
FPS = 5.848

2019 [68] High strength steel joints Defect Classification Fractal model ACC = 0.8833

2013 [69] Steel strip Defect Segmentation Markov model CSR = 0.9440,
WSR = 0.1880

2019 [70] Hot rolled steel Defect Segmentation Compact model
FPR = 0.088,

FNR = 0.2660,
MAE = 0.1430

* SNR indicates Gaussian noise, ME indicates misclassification error, EMM indicates edge mismatch, RAE indicates
relative foreground area error, CSR indicates correct segmentation rate, WSR indicates wrong segmentation rate,
FNR indicates false negative rate, FPR indicates false positive rate, MAE indicates mean square error, AUC
indicates area under the curve, TPR indicates true positive rate, FPS indicates frames per second.
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Filter-based methods are also called spectrum based methods and can be divided into
spatial domain based methods, frequency domain methods, and space–frequency domain
methods. They aim to treat the image as a two-dimensional signal, and then analyze the im-
age from the point of view of signal filter design. The filter-based methods include curvelet
transform, Gabor filter, wavelet transform, and so on. Xu et al. [54] achieved the multiscale
feature extraction of surface defects of a hot-rolled steel strip by curvilinear wave transform
and kernel locality preserving projections (KLPP), thus generating high-dimensional feature
vectors before dimensionality reduction, and finally, defect classification by SVM. In 2015,
Xu et al. [55] designed a scheme that introduced Shearlet transform to provide effective
multi-scale directional representation, where the metal surface image is decomposed into
multiple directional sub bands by Shearlet transform, thus synthesizing high-dimensional
feature vectors, which were used for classification after dimensionality reduction. Doo-chul
CHOI et al. [57] used a Gabor filter combination to extract the candidate defects and prepro-
cessed them with the double threshold method to detect whether there were pinhole defects
on the steel plate surface. In 2018 [58], the classification of surface defects of a hot-rolled
steel strip was achieved by extracting multidirectional shear wave features from the images
and performing gray-level co-occurrence matrix (GLCM) calculations on the obtained
features to obtain a high-dimensional feature set, before finally using principal component
analysis (PCA) for dimensionality reduction followed by SVM for defect classification. Liu
et al. [61] improved the contour wave transform based on the contour wave transform and
the non-downsampled contour wave transform, and combined the multi-scale subspace of
kernel spectral regression for feature extraction to achieve a relatively good recognition
speed and the algorithm is applicable to a wide range of metallic materials.

The core goal of structure-based methods is to extract texture primitives, followed
by the generalization of spatial placement rules or modeling, which is based on texture
primitive theory. Texture primitive theory indicates that texture is composed of some
minimal patterns (texture primitive) that appear repeatedly in space according to a certain
rule. This method is applicable to textures with obvious structural properties such as
texture primitives such as density, directionality, and scale size. In 2014, Song et al. [65]
used saliency linear scanning to obtain oiled regions and then used morphological edge
processing to remove oil interference edges as well as reflective pseudo-defect edges to
enable the recognition of various defects in silicon steel. In 2016, Shi et al. [41] reduced
the effect of interference noise on defect edge detection by improving the edge detection
Sobel algorithm, thus achieving accurate and efficient localization of rail surface defects.
Liu et al. [63] proposed an enhancement operator based on mathematical morphology
(EOBMM), which effectively alleviated the influence of uneven illumination and enhanced
the details of strip defect images. In 2016, [64] applied morphological operations to extract
features of railway images and used Hough transform and image processing techniques to
detect the track images obtained from the real-time camera to accurately recognize defect
areas and achieve real-time recognition.

Model-based methods construct a representation of an image by modeling multiple
attributes of a defect [71]. Some of the more common model-based approaches in the field of
industrial product surface defect recognition are Markov models, fractal models, Gaussian
mixture models, and low-rank matrix models, etc. In 2013, Xv et al. [69] introduced an
environment-based multi-scale fusion method CAHMT based on the hidden Markov tree
model HMT to achieve multi-scale segmentation of strip surface defects, which greatly
reduced the error rate of fine-scale segmentation and the complexity of the algorithm. In
2018 [67], a saliency detection model of double low-rank sparse decomposition (DLRSD)
was proposed to obtain the defect foreground image. Finally, the Otsu method was used
to segment the steel plate surface defects, which improved the robustness to noise and
uneven illumination. In 2019, [66] detected strip surface defects based on a simple guidance
template. By sorting the gray level of the image, the sorted test image was subtracted from
the guidance template to realize the segmentation of the strip surface defects. In the same
year, Wang et al. [70] constructed a compact model by mining the inherent prior of the
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image, which provided good generalization for different inspection tasks (e.g., hot-rolled
strip, rails) and had good robustness.

A summary of the characteristics of the commonly used texture feature-based methods
is shown in Table 3 for the reference of future researchers.

Table 3. Summary of methods based on the image texture features.

Category Methods Ref. Advantages Disadvantages

Statistical Based Methods

Threshold technology [48] Simple, easy to understand and
implement.

It is difficult to detect defects
that do not differ much from

the background.

Clustering [49] Strong anti-noise ability and high
computational efficiency

Vulnerable to pseudo defect
interference.

Grayscale feature statistics [50] Suitable for processing low
resolution images.

Low timeliness, no automatic
threshold selection.

Co-occurrence matrix [46]
The extracted image pixel space

relationship is complete and
accurate.

The computational complexity
and memory requirements are

relatively high.

Local binary pattern [47]
Discriminative features with rotation

and gray scale invariance can be
extracted quickly.

Weak noise immunity,
pseudo-defect interference.

Histogram [53]
Suitable for processing images with a

large grayscale gap between the
defect and the background.

Low detection efficiency for
complex backgrounds, or

images with defects similar to
the background.

Filter Based Methods

Gabor filter [55]
Suitable for high-dimensional

feature spaces with low
computational burden.

Difficult to determine optimal
filter parameters and no

rotational invariance.

Wavelet filters [59]

Suitable for multi-scale image
analysis, which can effectively

compress images with less
information loss.

Vulnerable to correlation of
features between scales.

Multi-scale geometric
analysis [56]

Optimal sparse representation for
high-dimensional data, capable of
handling images with strong noise

background.

The problem of feature
redundancy exists.

Curvelet transform [54]
High anisotropy with good ability to
express information along the edges

of the graph.

Complex to implement and
less efficient.

Shearlet and its variants [58]
Multi-scale decomposition and the

ability to efficiently capture
anisotropic features.

Difficult to retain original
image detail information.

Structure Based Methods
Edge [41]

It is suitable for extracting some
low-order features of the image and

is easy to implement.

Vulnerable to noise and only
suitable for low resolution

images.

Skeleton [64]
Almost distortion less representation

of the geometric and topological
properties of objects.

Unsatisfactory image
processing for complex

backgrounds.

Morphological operations [63] Great for random or natural textures,
easy to calculate.

Only for non-periodic image
defects.

Model Based Methods

Gaussian mixture model [66] Correlation between features can be
captured automatically.

Large computational volume
and slow convergence,

sensitive to outliers.

Fractal model [68]
The overall information of an image

can be represented by partial
features.

Unsatisfactory detection
accuracy and limitation for

images without self-similarity.

Low-rank matrix model [67] Strong discriminatory ability and
adaptive nearest neighbor.

Unsatisfactory detection
accuracy.

MRF model [69]

Can combine statistical and spectral
methods for segmentation

applications to capture local texture
orientation information.

Cannot detect small defects.
Not applicable to global

texture analysis.
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3.1.2. Shape Feature-Based Methods

Shape feature-based methods are also very effective defect detection methods. These
methods obtain image features through shape descriptors, so the accuracy of the shape
description becomes the key to the merit of the image defect recognition algorithm. A
good shape descriptor should have the characteristics of geometric invariance, flexibility,
abstraction, uniqueness, and completeness. The commonly used shape descriptors can be
divided into two categories: one is the contour shape descriptor, which is used to describe
the outer edge of the object area, and the other is the area shape descriptor, which is used to
describe the whole object area. The common methods based on contour shape descriptors
are Fourier transform and Hough transform, etc. For the method using Fourier transform,
it mainly uses the closure and periodicity of the region boundary to convert the two-
dimensional problem into a one-dimensional problem. For example, Yong-hao et al [72]
enables the detection of longitudinal cracks on the surface of the continuous casting plate
in a complex background by calculating the Fourier magnitude spectrum of each sub-band
to obtain features with translational invariance. In addition, Hwang et al. [73] used linear
discriminant analysis using short-time Fourier transform pixel information generated from
ultrasound guided wave data to achieve defect detection on 304SS steel plates. The Hough
transform methods use the global features of the image to connect the edge pixels to form a
regionally closed boundary. For example, Wang et al. in 2019 [74] achieved the detection
of product surface defects by using the fast Hough transform in the region of interest
(ROI) extraction stage to detect the boundary line of the light source. Regional shape
features include the length and width, elongation, area ratio, and other aggregate shape
parameter methods, which is a simple shape expression method. In addition, moments are
a more reliable and complex region shape feature including geometric moments, central
moments, etc. As Hu invariant moments [75], moment expressions are commonly used
to describe the shape of steel surface defect regions. As Hu et al. [76] used both Fourier
descriptors and moment descriptors to extract the shape features of steel strip surface
defect images, in addition to the grayscale features and geometric features of the images,
and finally support vector machine (SVM) was used to classify the defects in the steel
strip surface images. For shape feature extraction, it must be built on image segmentation
and is extremely dependent on the accuracy of image segmentation. For both methods,
based on texture features and shape features, they can also be used in combination. For
example, Hu et al. [77] proposed a classification model based on the hybrid chromosome
genetic algorithm (HCGA) and combined geometric, shape, texture and grayscale features
to identify and classify steel strip surface defects.

3.2. Defect Recognition Algorithm Based on Deep Learning

With the increase in computing power and the excellent performance of deep learning
methods, many researchers have applied deep learning methods to various industrial
inspection scenarios, and they have become the mainstream defect detection methods.
Compared with traditional machine learning methods, deep learning methods can extract
deeper and more abstract image features through operations such as convolution and
pooling, and thus have more powerful characterization capabilities and do not require
human-designed feature extraction rules, allowing for end-to-end model design. Convolu-
tional neural networks use convolutional operations to extract features from input images,
which can capture different levels of semantic information, thus effectively learning feature
representations from a large number of samples and making the model have more powerful
generalization capabilities. In addition, CNNs using pooling layers and sparse connections
can reduce the model parameters while ensuring the efficiency of computational resources
and network performance [78]. A detailed classification based on deep learning methods is
shown in Figure 5.
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3.2.1. Supervised Methods

Supervised methods of deep learning require well-labeled training sets and test sets
to verify the performance of the methods, which are generally more stable and accurate
than other types of methods. However, the quality of the training set directly affects the
performance of the algorithm and in a real industrial defect detection scenario, it is very
difficult to produce a well-labeled and large dataset. Fu et al. [79] proposed a fast and robust
lightweight network model based on SqueezeNet, which emphasizes the learning of low-
level features and adds an MRF module, thus achieving accurate recognition of defect types
using a small number of defect samples, and it is worth mentioning that the recognition
efficiency of this work exceeded 100 fps. The classification-first framework proposed by He
et al. [80] in 2019 consists of two networks: the classification network MG-CNN and YOLO,
where the MG-CNN is used to detect defect categories, and then the set of feature maps
with defects present is fed to the YOLO network to determine the defect locations based
on the results of the classification. In 2020, Ihor et al. [81] verified through experiments
that the pre-trained model ResNet50 was the best choice as a classification network for
detecting steel surface defects and used binary focus loss to alleviate the problem of data
sample imbalance to realize the recognition of steel surface defects. Li et al. [82] designed
a scheme combining domain adaptive and adaptive convolutional neural networks, DA-
ACNN, for the identification of steel surface defects. In 2021, Feng et al. [83] adopted a
scheme combining the RepVGG algorithm and spatial attention mechanism to realize the
recognition of surface defects of a hot rolled strip. A new defect dataset X-SDD for a hot
rolled strip was proposed. However, the recognition efficiency was not high because of the
large number of parameters. In the same year, [4] trained Unet and Xception separately
as classifiers to detect surface defects on rolled parts using synthetic datasets, and the
normal dataset training was used as a reference to verify the feasibility and effectiveness of
manually generated datasets. In 2021, Wang et al. [35] improved the VGG19 model, which
is shown in Figure 6, and the scheme was divided into two parts: online detection and
offline training. The online part extracts the ROI regions of the defect images using the
improved grayscale projection algorithm, and then detects the strip surface defects using
the improved VGG19 model; the offline part adds the extracted ROI regions to the defect
dataset and performs ROI image augmentation, adds the results to the balanced mixed
dataset, and then uses the mixed dataset training to improve the performance of VGG19,
thus effectively solving the problem of few samples or an unbalanced dataset.
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Pan, Y et al. [37] incorporated the dual-attention module into DeepLabv3+, and
Xception was selected as the network to achieve accurate to pixel-level defect localization
segmentation. The edge-aware multilevel interaction network proposed by Zhou et al.
in 2021 [84] used the ResNet network as the base backbone and adopted a U-shaped
architecture composed of encoder decoders to recognize strip surface defects. In 2022,
Liu et al. [85] designed the lightweight network CASI-Net, whose structure is shown in
Figure 7. The network uses a lightweight feature extractor to extract image features, and
then uses a collaborative attention mechanism and self-interaction module based on a
biological vision to modify the features. Finally, multilayer perceptron (MLP) was used to
classify the surface defects of the steel strip.
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3.2.2. Unsupervised Methods

Unsupervised methods, as opposed to supervised methods, do not require their train-
ing sets to be labeled, or are even just trained with enough defect-free samples, making
up for the disadvantage that supervised methods have difficulty in producing datasets.
However, in contrast, the detection accuracy of unsupervised methods is generally lower
than that of supervised methods, and there is instability in the training results. The com-
monly used unsupervised methods include autoencoder, GAN, deep belief network [86,87],
and self-organizing graph [88], etc. In 2017, Liu et al. [89] used an anisotropic diffusion
model to eliminate the interference of pseudo-defects, then proposed a new HWV unsu-
pervised model to characterize the texture distribution of each local block in the image,
and finally invoked the adaptive thresholding technique to achieve the segmentation of
the defects and background. Mei et al. (2018) [90] also used only defect-free samples to
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train the model, and the method was constructed based on the convolutional denoising
autoencoder (CDAE) architecture of Gaussian pyramids to distinguish between defective
and defect-free parts. In 2019, [91] proposed a single classification method based on GAN
for steel strip surface defect detection, which could only detect the presence or absence of
defects and cannot distinguish the categories. In the same year, [92] used convolutional
autoencoder convolutional autoencoder (CAE) and sharpening processing to extract the
defect features of the missing input image, and finally used Gaussian blurring and thresh-
olding as post-processing to clarify the defects to achieve the segmentation of defects. In
2020, Niu et al. [93] proposed a global low-rank non-negative reconstruction algorithm
with background constraints to fuse the detection results of 2D significant maps and 3D
contour information to achieve the detection of rail surface defects.

3.2.3. Weakly Supervised Methods

Weakly supervised methods between supervised and unsupervised methods, which
have three categories, namely, incomplete supervision, inexact supervision, and imprecise
supervision [94]. The first two of these methods have both been well validated in the field
of surface defect detection. Among them, inexact supervision refers to the use of a small
amount of labeled data mixed with a large amount of unlabeled data for training, so that
a more desirable accuracy can be obtained while avoiding the difficulty of producing a
large number of labeled datasets. Uncertain supervision is the use of a small amount of
fully labeled data (pixel-level labeling) mixed with a large amount of weakly labeled data
(image-level or box-level), which showed a performance almost as good as that of fully
supervised methods and reduced the trouble of producing fully labeled datasets. Finally,
inaccurate supervision means that the given data samples may contain partially incorrect
labeling information. The scheme proposed by He et al. [95] in 2019 combined a convo-
lutional autoencoder with a semi-supervised GAN and introduced a passthrough layer
in the CAE to extract fine-grained features, resulting in excellent recognition accuracy. In
2019, the Google Institute [96] designed a new algorithm MixMatch by unifying the current
mainstream semi-supervised algorithms, and conducted extensive detection experiments
using this algorithm, which will have a significant performance improvement compared
with other weakly supervised methods. He et al. [97] proposed a multiple learning algo-
rithm based on the GAN and ResNet18 networks, which could generate data samples by
itself and provide labels for the samples, enabling the expansion of the dataset, thus further
enhancing the recognition of defects with few samples. Jong et al., 2020 [98] proposed a
new convolutional variational autoencoder, convolutional variational autoencoder (CVAE),
which was used to generate defect images and then used these images to train the proposed
CNN classifier to achieve high accuracy defect detection. The model designed by Jakob
et al. (2021) [99] had two sub-network architectures [100,101], a segmentation sub-network
that learns from pixel-level labels, and a classification sub-network that learns from weak
image-level labels and combines these two networks to achieve hybrid supervision, and ex-
perimentally demonstrated that hybrid supervised training with only a few fully annotated
samples added to weakly labeled image samples could yield comparable performance
to the fully supervised model. Zhang et al. [102] proposed a weakly supervised learning
method named CADN, which was implemented by extracting the category perception spa-
tial information from the classification pipeline, only used weak image labels for training,
and could simultaneously realize image classification and defect localization.

To facilitate the understanding of the characteristics of the three deep learning methods,
a pipeline diagram of the deep learning methods is summarized in Figure 8 and the
characteristics of the deep learning methods are shown in Table 4.
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Table 4. Summary of the features of deep learning methods.

Category Advantages Disadvantages

Supervised methods
High precision, good

adaptability, wide range of
applications.

Dataset annotation is heavy
and difficult to make.

Unsupervised methods
It can be trained directly using

label-free data with simple
techniques.

Relatively low precision,
unstable training results are
easily affected by noise and

initial parameters.

Weakly supervised methods
It has the advantages of both
supervised and unsupervised

methods.

The training process is tedious
and the technical

implementation is
complicated.

3.3. Object Detection Methods

The counterpart of the image classification network is the object detection network,
which mainly contains single-stage methods and two-stage methods, each of which has
its own advantages and disadvantages. The main difference between the single-stage and
two-stage methods is whether there is a clear candidate box generation stage within the
algorithm. The single-stage object detection algorithm directly calculates the image to
generate the detection result, which is fast, but the detection accuracy is relatively low;
the two-stage object detection algorithm first extracts the candidate box from the image,
and then conducts the secondary correction based on the candidate region to obtain the
detection point result, which has a higher detection accuracy, but slower detection speed.
Therefore, what needs to be done in the field of object detection is to continuously optimize
the mainstream object detection algorithms to achieve the best balance of detection accuracy
and speed.

3.3.1. Single-Stage Methods

The most popular single-stage algorithms include SSD [24], YOLO [27], RetinaNet [28],
CenterNet [33], etc. Li et al. [103] used a fully convolutional YOLO network to achieve
the classification and localization of surface defects in steel strip with high recognition
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accuracy and speed. Yang et al. [104] proposed a deep learning algorithm for the defect
detection of tiny parts based on a single short detector network SSD and speed model
with a maximum detection accuracy of 99%. In 2021, Cheng et al. [105] proposed a steel
surface defect recognition scheme based on RetinaNet with differential channel attention
and adaptive spatial feature fusion (ASFF). Kou et al. [106] proposed an end-to-end defect
detection model based on YOLO-V3 and combined it with anchor free feature selection to
reduce the computational complexity of the model. However, this work could only detect
defects in the normal size range, and very small defects in high-resolution images could not
be detected. In 2022, Chen et al. [107] proposed a real-time surface defect detection method
based on YOLO-V3 with a lightweight network MobileNeV2 selected for its backbone
network, an extended feature pyramid network (EFPN) was proposed to detect multi-
size objects, a feature fusion module was also designed to capture more regional details,
and the scheme achieved high detection speed and accuracy. Tian et al. [108] proposed a
steel surface defect detection algorithm called DCC-CenterNet, which not only focused
on the center of the defect, but also extracted the overall information without drawing
false attention.

3.3.2. Two-Stage Methods

In the field of industrial defect detection, common two-stage classical methods include
RCNN [21], SPPNet [20], Fast RCNN [23], Faster RCNN [26], and Cascade RCNN [29],
etc. The method proposed by Rubo et al. in 2020 [109] was based on Faster R-CNN and
proposed three important improvements of weighted ROI pooling, FPN-based multi-scale
feature extraction network, and strict-NMS to achieve more accurate defect recognition.
Wang et al. in 2021 [36] proposed a combination of ResNet50 and an improved Faster
R-CNN algorithm to detect steel surface defects and proposed three important improve-
ments to the Faster R-CNN with spatial pyramid pooling (SPP), enhanced feature pyramid
network (FPN), and matrix NMS algorithm to achieve higher detection accuracy. Zhao
et al. [110] proposed an improved Faster R-CNN based network model, whose model
structure is shown in Figure 9, where ResNet50 is used as the feature extraction network.
First, the ResNet-50 network is reconstructed using deformable convolution. Second, the
feature pyramid network is used to fuse multi-scale features and replace the fixed region of
interest pooling layer with a variable pooling layer. Finally, the soft non-maximum value
suppression algorithm (SNMS) is used to suppress detection frames that have significant
overlap with the highest score detection frames, thereby enhancing the network’s ability
to identify defects. The method proposed by Li et al. [8] in 2022 is based on the improved
YOLOV5 and Optimized-Inception-ResNetV2 models, where the first stage is to locate
defects with the improved YOLOV5, and the second stage is to extract defect features and
classify them with Optimized-Inception-ResNetV2. A summary of deep learning-based
methods for identifying steel surface defects is shown in Table 5.
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Table 5. Summary of deep learning-based algorithms.

Category Year Ref. Methods Object Function Performance

Supervised
Methods

2017 [111] CNN Metal Defect Classification ACC = 0.9207

2017 [112] Decay Multi-Type Defect Detection ACC = 0.9400, FPS = 17,
EE = 0.2100

2019 [113] VGG + LSTM Steel plate Defect Detection ACC = 0.8620
2019 [114] Du-Net Metal Defect Segmentation ACC = 0.8345
2019 [115] InceptionV4 Hot rolled Steel Defect Classification RR = 0.9710

2019 [79] SqueezeNet Steel Defect Classification ACC = 0.9750, FPS = 100, Model
size = 3.1 MB

2019 [80] MG-CNN Hot rolled Steel Defect classification and
Location CR = 0.9830, DR = 0.9600

2020 [81] ResNet50 Steel Defect Classification PRE = 0.8160, ACC = 0.9670,
F1 = 0.6610, RECALL = 0.5670

2021 [82] DA-ACNN Steel Defect Classification ACC = 0.9900

2021 [83] RepVGG Hot rolled steel
strip Defect Classification

ACC = 0.9510,
RCALL = 0.9392, PRE = 0.9516,
F1 = 0.9325, Params = 83.825 M

2021 [4] Unet + Xception Rolled piece Defect Classification and
Segmentation

PRE = 0.8400, RECALL = 0.9000,
Dice score = 0.5950

2021 [35] VGG19 Steel strip Defect Classification ACC = 0.9762, FPS = 52.1

2021 [37] DAN-DeepLabv3+ Steel Defect Precise Segmentation mIoU = 0.8537, PRE = 0.9544,
RECALL = 0.9071, F1 = 0.9297

2021 [84] ResNet34 Steel strip Defect Precise Seg-mentation
MAE = 0.0125, WF = 0.9200,
OR = 0.8380, SM = 0.9380,

PFOM = 0.9120, FPS = 47.6

2022 [85] CASI-Net Hot rolled steel
strip Defect Classification ACC = 0.9583, Params = 2.22 M

Unsupervised
Methods

2020 [93] GLRNNR Steel rails Defect Detection and
Segmentation

MAE = 0.0900, AUC = 0.9400,
PRE = 0.9481, RECALL = 0.8066,

Fm = 0.8716

2017 [90] MSCDAE Multi-Type Defect Detection and
Segmentation

RECALL = 0.6440, PRE = 0.6400,
FA = 0.6380

2019 [92] CAE Hot rolled steel
strip Defect Segmentation –

2018 [116] FCAE Multi-Type Defect Segmentation PRE = 0.9200, FPS = 12.2

2019 [91] GAN Steel strip Defect Detection PRE = 0.9410, RECALL = 0.9380,
Fm = 0.9390

2017 [89] HWV Steel Defect Segmentation FPS = 19.23, PRE = 0.9570,
RECALL = 0.9680, Fm = 0.9620

Weakly
Supervised

Methods

2019 [40] GAN Multi-Type Defect Classification and
Segmentation

RECALL = 0.8710,
ACC = 0.9920, AUC = 0.9140

2019 [95] CAE + GAN Steel Defect Classification CR = 0.9650

2019 [117] D-VGG16 Multi-Type Defect Classification and
Segmentation

AP = 0.9913, PR = 0.9836,
TPR = 0.9967, FPR = 0.0164,

FNR = 0.0033
2019 [97] GAN + ResNet18 Steel Defect Classification ACC = 0.9507

2020 [102] CAND Multi-Type Defect Classification and
Segmentation

ACC = 0.8910, PRE = 0.5510,
RECALL = 0.9200, F1 = 0.6900,

mAP = 0.6120
2020 [98] CVAE Metal Defect Classification ACC = 0.9969, F1 = 0.9971

2021 [99] Dual network
model Steel Defect Classification and

Segmentation AP = 0.9573

Single-stage
Methods

2018 [103] YOLO Steel strip Defect Classification and
Location

ACC = 0.9755, FPS = 83,
mAP = 0.9755, RECALL = 0.9586

2020 [118] YOLOV3-Dense Steel strip Defect Classification and
Location

mAP = 0.8273, FPS = 103.3,
F1 = 0.8390

2021 [105] RetinaNet Steel Defect Classification and
Location

mAP = 0.7825, FPS = 12,
FLOPs = 105.3, Params = 42.2

2021 [106] YOLOV3 Steel strip Defect Classification and
Location mAP = 0.7220, FPS = 64.5

2022 [107] YOLOV3 Hot rolled steel
strip

Defect Classification and
Location

PRE = 0.9837, RECALL = 0.9548,
F1 = 0.9690, mAP = 0.8696,

FPS = 80.96

2022 [108] Center
Net Steel Defect Classification and

Location mAP = 0.7941, FPS = 71.37
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Table 5. Cont.

Category Year Ref. Methods Object Function Performance

Two-stage
Methods

2020 [119] SSD + Resnet Steel Defect Classification and
Location

PRE = 0.9714, RECALL = 0.9214,
Fm = 0.9449

2020 [109] Faster RCNN Steel Defect Classification and
Location DR = 0.9700, FDR = 0.1680

2021 [36] Faster RCNN Steel Defect Classification and
Location

ACC = 0.9820, FPS = 15.9,
F1 = 0.9752

2021 [110] Faster RCNN +
FPN Steel Defect Classification and

Location mAP = 0.7520

2022 [8]

YOLOV5 +
Optimized-
Inception-
ResNetV2

Hot rolled steel
strip

Defect Classification and
Location

mAP = 0.8133, FPS = 24,
Param = 37.7, RECALL = 0.7630

* RR indicates recognition rates, CR indicates classification rate, DR indicates detection rate, OR indicates
overlapping ratio, FDR indicates false detection rate.

4. Datasets and Performance Evaluation Metrics
4.1. Datasets

Datasets are the basis of research work on steel surface defect recognition. A good
dataset is more conducive to problem identification, thus facilitating problem solving.
With the improvements at the industrial manufacturing level, the number of defective
products is becoming smaller and smaller, so it is very challenging to create a high-quality
dataset for the training of aa defect recognition algorithm. In addition, the labeling of data
samples is also more labor-intensive. A high-quality dataset is very important for the defect
recognition algorithm, which will directly affect the final performance of the algorithm.
Therefore, the commonly used publicly available datasets have been summarized in the
field of steel surface defect recognition. Most of the selected datasets were steel surface
defect datasets, but they also contain some texture datasets of various materials for future
researchers. A summary of the datasets in the field of industrial product defect detection is
shown in Table 6.

Table 6. Summary of the datasets.

Dataset Object Description Link

NEU [45] Hot rolled steel strip

1800 grayscale images of
hot-rolled strip containing six
types of defects, 300 samples

of each.

http://faculty.neu.edu.cn/songkc/
en/zdylm/263265 (accessed

on 9 November 2022)

Micro Surface Defect Database [120] Hot rolled steel strip
Microminiature strip defect data,

with defects only about
6 × 6 pixels in size.

http://faculty.neu.edu.cn/songkc/
en/zdylm/263266 (accessed

on 9 November 2022)

X-SSD [83] Hot rolled steel strip 7 typical defects of hot-rolled steel
strip, with 1360 defect images.

https://github.com/Fighter2009239
2/X-SDD-A-New-benchmark

(accessed on 9 November 2022)

Oil Pollution Defect Database [65] Silicon Steel Oil-disturbed silicon steel surface
defects dataset

http://faculty.neu.edu.cn/songkc/
en/zdylm/263267 (accessed

on 9 November 2022)

Severstal: Steel Defect Detection Steel plate

There are 12,568 grayscale images
of steel plates of size 1600 × 256
in the training dataset, and the

images are divided into
4 categories.

https://www.kaggle.com/c/
severstal-steel-defect-detection/data

(accessed on 9 November 2022)

UCI Steel Plates Faults Data Set [121] Steel strip

This dataset contains 7 types of
strip defects. This dataset is not

image data, but data of 28 features
of strip defects.

https://archive-beta.ics.uci.edu/
dataset/198/steel+plates+faults

(accessed on 2 May 2022)

http://faculty.neu.edu.cn/songkc/en/zdylm/263265
http://faculty.neu.edu.cn/songkc/en/zdylm/263265
http://faculty.neu.edu.cn/songkc/en/zdylm/263266
http://faculty.neu.edu.cn/songkc/en/zdylm/263266
https://github.com/Fighter20092392/X-SDD-A-New-benchmark
https://github.com/Fighter20092392/X-SDD-A-New-benchmark
http://faculty.neu.edu.cn/songkc/en/zdylm/263267
http://faculty.neu.edu.cn/songkc/en/zdylm/263267
https://www.kaggle.com/c/severstal-steel-defect-detection/data
https://www.kaggle.com/c/severstal-steel-defect-detection/data
https://archive-beta.ics.uci.edu/dataset/198/steel+plates+faults
https://archive-beta.ics.uci.edu/dataset/198/steel+plates+faults
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Table 6. Cont.

Dataset Object Description Link

SD-saliency Steel strip

Contains a total of 900 cropped
images containing 3 types of

defects, each with a resolution
of 200 × 200.

https://github.com/SongGuorong/
MCITF/tree/master/SD-saliency-90

0 (accessed on 9 November 2022)

GC10-DET [122] Steel strip

The dataset contains 2257 images
of steel strip with 10 defect types

and an image resolution
of 4096 × 1000

https://github.com/lvxiaoming201
9/GC10-DET-Metallic-Surface-

Defect-Datasets (accessed
on 2 May 2022)

RSDDs Dataset [123] Steel rails
Two types of orbital surface

images (67 images and
128 images)

http://icn.bjtu.edu.cn/Visint/
resources/RSDDs.aspx (accessed

on 2 May 2022)

DAGM [124] Multi-Type

Includes 10 different
computer-generated grayscale
images of surfaces containing

various defects.

https://hci.iwr.uni-heidelberg.de/
node/3616 (accessed on 2 May 2022)

KolektorSSD2 [99] Multi-Type

This dataset training set test set
contains a total of 3335 color
images, more than 5 kinds

of defects.

https://www.vicos.si/resources/
kolektorsdd2/ (accessed

on 2 May 2022)

Kylberg Texture Dataset [125] Multi-Type
The dataset contains 28 texture
classes, each with 160 unique

texture patches.

http:
//www.cb.uu.se/~gustaf/texture/

(accessed on 2 May 2022)

4.2. Defect Recognition Algorithm Performance Evaluation Metrics

The performance evaluation metrics of defect recognition algorithms were used to
measure the performance of the designed algorithms, and the selection of the algorithm
performance evaluation metrics should be comprehensive because the selection of different
evaluation metrics may present different results. This paper summarizes some of the
algorithm performance evaluation metrics commonly used in the field of steel defect
detection, which can be broadly divided into two categories: the precision class metrics
and the efficiency class metrics.

4.2.1. The Precision Class Metrics

The precision class evaluation metrics were used to evaluate the precision of the
relevant algorithms for the classification of defect categories and the precision of the defect
localization segmentation.

The first and most basic evaluation metrics are TP, TN, FP, and FN, where TP indicates
the true positive, the number of correctly classified positive samples; TN indicates the
true negative, the number of correctly classified negative samples; FP indicates the false
positive, the number of negative samples classified as positive; and FN indicates the false
negative, the number of positive samples classified as negative. Based on the above four
basic evaluation metrics, evaluation metrics such as PRE, RECALL, ACC, false escape
rate, and false alarm rate evolved. Among them, PRE represents the ratio of the number
of correctly predicted positive samples to the number of predicted positive samples, the
classification precision of the algorithm, with the following equation:

PRE =
TP

TP + FP
, (1)

A higher PRE means a smaller random error, a smaller variance, describing the
perturbation of the prediction results. RECALL indicates the ratio of the number of correctly
predicted positive samples to the number of actual positive samples, which is given by the
following formula:

RECALL =
TP

TP + FN
, (2)

https://github.com/SongGuorong/MCITF/tree/master/SD-saliency-900
https://github.com/SongGuorong/MCITF/tree/master/SD-saliency-900
https://github.com/SongGuorong/MCITF/tree/master/SD-saliency-900
https://github.com/lvxiaoming2019/GC10-DET-Metallic-Surface-Defect-Datasets
https://github.com/lvxiaoming2019/GC10-DET-Metallic-Surface-Defect-Datasets
https://github.com/lvxiaoming2019/GC10-DET-Metallic-Surface-Defect-Datasets
http://icn.bjtu.edu.cn/Visint/resources/RSDDs.aspx
http://icn.bjtu.edu.cn/Visint/resources/RSDDs.aspx
https://hci.iwr.uni-heidelberg.de/node/3616
https://hci.iwr.uni-heidelberg.de/node/3616
https://www.vicos.si/resources/kolektorsdd2/
https://www.vicos.si/resources/kolektorsdd2/
http://www.cb.uu.se/~gustaf/texture/
http://www.cb.uu.se/~gustaf/texture/
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A higher value of RECALL means that the algorithm is more capable of detecting the
object algorithm. ACC indicates the proportion of the total number of correctly predicted
samples to the total number of samples, which is given by the following formula:

ACC =
TP + TN

TP + TN + FP + FN
, (3)

A higher value of ACC represents a smaller systematic error, a smaller deviation, and
describes the degree of deviation of the predicted result from the actual value. For the error
escape rate, EE is defined as the number of negative samples judged to be positive as a
proportion of the total number of negative samples in the sample, calculated as follows:

EE =
FP

TN + FP
, (4)

For the false alarm rate, FA is defined as the ratio of the number of positive samples
incorrectly determined as negative to the number of all positive samples, calculated as follows:

FA =
FN

TP + FN
, (5)

It should be noted that the above metrics, if the values of the evaluation metrics of a
single category are calculated in the multi-classification algorithm, it is necessary to take
any of the classes in the multi-classification as a positive sample and combine the other
classes into one class as a negative sample, so that the TP, TN, FP, and FN of each class
can be calculated separately, and thus the other evaluation metrics of each class can be
calculated. The formula of PRE and RECALL shows that the higher the PRE indicator, the
higher the accuracy of predicting positives, but this indicator does not take into account the
wrong prediction of negative samples, while the RECALL indicator is exactly the opposite
situation, that is, it does not take into account the wrong prediction of positive samples,
so it is possible that there is an algorithm with very high and very low PRE and RECALL
metrics. A good algorithm also needs to have both a high PRE and RECALL. Therefore,
a metric that integrates PRE and RECALL is needed, and the F-measure can meet this
requirement with the following formula:

F−measure =
(

1 + β2
) PRE ∗ RECALL

β2PRE + RECALL
, (6)

When β = 1, the F-measure is the F1-score. The evaluation metric WF is the weighted
F-measure, which is calculated as follows:

WF =
(

1 + β2
) PREw × RECALLw

β2PREw + RECALLw , (7)

For the AP and mAP metrics, they are also calculated based on PRE and RECALL,
where the AP average precision is defined by calculating the area under the P–R curve, and
by changing different confidence thresholds, multiple pairs of PRE and RECALL, values
can be obtained where the P–R curve is defined by putting the RECALL value on the X-axis
and the PRE value on the Y-axis, resulting in a PRE–RECALL curve, referred to as the P–R
curve. For the AP calculation method, the average accuracy calculation method is generally
calculated by 11-point interpolation, and the calculation formula is as follows:

AP =
1

11
×∑i∈{0,0.1,...,1} APr(i), (8)
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Once the AP for all categories have been calculated, the value of the average precision
mAP for all categories can be calculated with the following formula:

mAP =
∑K

i=1 APi

K
, (9)

where K refers to the number of categories. Similar to the AP calculation is the AUC, which
means the area under the ROC curve, and a higher value of AUC means a better effect
of the corresponding classifier. The ROC curve is also called the perceptivity curve, and
the horizontal coordinate of the curve is the FPR, which is the false positive rate, and the
vertical coordinate is the TPR, which is the true positive rate. The AUC calculation formula
is as follows:

AUC =
∑i∈positiveclass ranki −

M×(M+1)
2

M× N
, (10)

where ∑i∈positiveclass ranki refers to the summation of each positive sample serial number
located in the position after the subtraction operation (according to the probability of the
score from the small to reach the ranking, ranked in the rank position); M and N are
the number of positive and negative samples, respectively. MAE and MSE represent the
average absolute error and mean square error, respectively, and when both two-evaluation
metrics are smaller, it represents the better performance of the algorithm, where the MAE
is calculated as follows:

MAE =
1
n ∑n

i=1|ŷi − yi|, (11)

The MSE calculation formula is as follows:

MSE =
1
n ∑n

i=1(ŷi − yi)
2, (12)

where ŷi indicates actual value and yi indicates the predicted value.
For the object detection algorithm, PRE and RECALL are defined in a different way to

that in the above statement. The PRE in the object detection algorithm is the percentage of
the ratio of the overlapping area size of Ground Truth and the actual localization result to
the area size of the actual localization result. RECALL is the percentage of the ratio of the
overlapping area size of Ground Truth and the actual localization result to the area size of
Ground Truth. The calculation process is shown in Figure 10.
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In addition, the calculation of MAE and MSE is slightly different from the above description,
but the meaning is the same, so the MAE and MSE calculation formulae are as follows:

MAE =
1

W × H ∑W×H
i=1 |S(i)− GTs(i)|, (13)

MSE =
1

W × H ∑W×H
i=1 (S(i)− GTs(i))

2 (14)

where W and H denote the height and width of the localized segmentation area, respec-
tively; S denotes the area of the localized segmentation area; and GTS denotes the actual
defect area. The Dice coefficient, IoU, is also used as an evaluation metric in the object de-
tection algorithm. The Dice coefficient is used to compare the pixel consistency between the
predicted segmentation results and their corresponding GTS, and is calculated as follows:

Dice(X, Y) =
2× |X uY|
|X|+ |Y| , (15)

IoU, which reflects the detection effect of the predicted detection frame and the real
detection frame, has a very good characteristic of scale invariance, that is, it is scale
insensitive, and the calculation formula is as follows:

IoU =
|X ∩Y|
|X ∪Y| , (16)

where X denotes the segmentation result and Y denotes GTS. SM [126] can evaluate the
structural similarity between the saliency map S and GTs by considering both the values of
region perception Sr and object perception So, which can be defined as:

SM = α× So + (1− α)× Sr, (17)

where α denotes the balance parameters, which are typically set to 0.5. Finally, PFOM [127]
visualizes the boundary quality of the segmentation result, which is commonly used in the
edge detection region and can be defined as:

PFOM =
1

max(NG, NS)∑NS
k=1

1
1+αd2

k

, (18)

where NG denotes the number of ideal edge points extracted from the GTS and NS denotes
the actual number of edge points of the segmentation result. α denotes the scaling constants
that are typically set to 0.1 or 1/9; dk denotes the Euclidean distance between the kth true
edge point and the detected edge point.

4.2.2. The Efficiency Class Metrics

The efficiency metric is used to evaluate the speed of the relevant algorithm to rec-
ognize defects, which can directly reflect whether the algorithm can achieve the ability
to identify the product surface defects in real-time on the production line as well as the
complexity of the algorithm design.

Commonly used efficiency class metrics include training duration, testing duration,
parameters Params, Inference Time, FPS, FLOPs, etc. Among them, training duration and
testing duration are the most easily to obtain and intuitive data in the process of algorithm
experiments. However, due to the different hardware environment of each work, even if
the same method is used, the length of time measured is also different when training and
testing on different hardware conditions, which needs to be considered by other efficiency
evaluation metrics. Params refers to the number of parameters involved in the calculation of
the designed method. This index reflects the amount of memory occupied by the designed
method, and its unit is generally represented by M. The Inference Time and FPS are the
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corresponding evaluation metrics. The former refers to the time spent to detect an image,
the unit of which is generally MS; the latter is the number of images that can be detected
within one second, also known as the number of frames. FLOPs represents the computing
complexity, which describes the complexity of the algorithm and reflects the hardware
requirement of the designed algorithm. The unit of FLOPs is usually denoted by B.

5. Challenges and Solutions

This section presents four challenges in the field of steel surface defect detection: the
problem of insufficient data samples, the problem of unbalanced data samples, the problem
of real-time detection, and the problem of small object detection, and gives appropriate
recommendations for solving them.

5.1. The Problem of Insufficient Data Samples

In terms of deep learning algorithms, generally the deeper the level, the better the
performance of deep neural networks, but they require a large amount of data for training,
otherwise they are prone to overfitting due to the high number of parameters in very
deep networks. However, the quality of datasets in the real environment is generally
not high and the number of types is not complete, resulting in deep neural networks not
being able to give full play to their performance when performing defect detection. To
address this problem, there are four effective solutions that can be used in combination
with the following. The first is the use of transfer learning methods, which use transfer
learning techniques to migrate pre-trained models (e.g., ResNet, VGG, etc.) that have
been trained in large datasets to the object detection problem (which usually has a smaller
training dataset). Transfer learning relaxes the assumption that the training data must
be independent and identically distributed with the test data [128], but it may affect the
final algorithm performance because the initial training dataset of the pre-trained model
has a large gap with the images for defect detection. Next, unsupervised or weakly
supervised methods can be chosen as a way to alleviate the problem of an insufficient and
incomplete number of defect samples in the dataset. Detailed descriptions of unsupervised
and weakly supervised methods can be found in Sections 3.2.2 and 3.2.3 in this paper.
Data augmentation techniques can also be used to expand the dataset to alleviate the
problem of insufficient dataset. Data augmentation techniques are very flexible and can
be used in the preparation phase of the dataset prior to training or can be performed
automatically during training [129]. Common methods of data augmentation include
performing image transformation operations such as random cropping, scaling, color
shifting, flipping, mirroring, and scaling to pre-process the original image for the purpose
of extending the original dataset. Finally, the problem of insufficient data samples is solved
by optimizing the network structure such as the proposed GAN network model, which
generates the image closest to the test image by continuously optimizing the parameters of
the iterative generator G. Then, the defect recognition algorithm is trained based on this, so
in the field of surface defect recognition, there are many methods based on GAN networks
for image defect recognition methods such as in [130,131].

5.2. The Problem of Unbalanced Data Samples

In deep learning-based defect detection algorithms, when performing model training,
the required dataset usually requires the number of sample sets of each category in the
dataset to be almost the same. However, the actual situation is that the number of defect-
free samples in the dataset is the largest, and the defective samples only account for a small
portion, or the number of samples in the defective samples is very unevenly distributed
among the various defective categories, and the number of easily collected defective
samples accounts for the majority, a situation known as data sample imbalance. This
imbalance exists in supervised learning methods, which will directly lead the algorithm
to put more attention on the categories with more sufficient samples in the dataset and
less recognition ability for the categories with smaller data volume, thus affecting the
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recognition ability of the algorithm for each type of defect. To address the problem of data
sample imbalance, the following methods can be used to solve it. First, at the dataset level,
data augmentation, data resampling [132], and GAN networks can be used to change the
sample distribution of the training set to a balanced state. Second, at the model level, the
attention to small samples can be adjusted by assigning appropriate weights to each sample
in the training set, assigning higher weights to a smaller number of sample categories, and
lower weights to a larger number of sample categories, and then the objective function can
be optimized by increasing the loss term for small classes of misclassified samples in the
objective function. In addition, the anomaly detection algorithm can be referred to build
a single classifier for anomalies (categories with small sample size) to detect them, thus
solving the data sample imbalance problem.

5.3. Real-Time Detection of Problems

In many real industrial scenarios of defect detection tasks, real-time detection is
required such as online analysis and online monitoring, which requires a millisecond
response speed. Therefore, the ability to perform real-time detection is a very important
consideration for the practicality of the algorithm, but the defect recognition algorithm
still faces the contradiction of accuracy and speed. For the time being, increasing the
detection efficiency of the model can be considered from two aspects: the algorithm and
hardware. In terms of algorithms, there is an option to use and develop some lightweight
detection algorithms such as SqueezeNet [25], MobileNet [31], and ShuffleNet [32], etc.
by trying to improve the recognition speed of the two-stage algorithm or the recognition
accuracy of the single-stage algorithm, aiming to achieve the lowest balance between the
lowest computational cost and the highest accuracy. In addition, model acceleration can be
performed by using optimized convolutional operations or by using distillation, pruning
and dropout techniques. On the hardware side, GPUs, FPGAs, DSPs, and Google’s TPUs
can be used to speed up the model computation.

5.4. The Problem of Small Object Detection

For small object detection, there are two definitions: first, the absolute size is small, and
it is generally considered that the object size to be detected is smaller than 32 × 32 pixels
will be recognized as small; the other is the relative size is small, that is, the ratio of the
object size to the original image size to be detected is less than 0.1, and it will be recognized
as small. The problem of small object detection can be optimized from the following
aspects: first, feature fusion technology can be used to fuse deep semantic information
into shallow feature maps, while using the rich semantic information of deep features
and shallow features to achieve the detection of small objects. Second, one can choose
to set the input size of the image by scaling the input image to an appropriate scale and
then inputting it into the network for detection. Context information can also be used to
establish a connection between the object and its context. Finally, one can also choose to
reduce the downsampling rate of the network to reduce the loss of detection objects on the
feature map; this reduction in the loss of information is beneficial to the detection of small
objects, and common methods are to reduce the pooling layer and use the null convolution.

6. Summary and Future Work

Steel is the core material of the world’s industrial production, and the development
of steel surface defect recognition technology promotes the high-quality production of
steel. Therefore, the research on steel surface defect recognition technology is of great
importance worldwide. The various types of defect recognition methods summarized in
Section 3 of this paper have been published in the last 10 years, and most of them have
been published in the last 5 years and represent the best performance methods in this field.
First, this paper summarized the difficulties of steel surface defect recognition, and then
counted the surface types of steel and the corresponding surface defect categories. Second,
we presented a detailed comparison of the key hardware of the surface defect detection
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system. This paper presented a systematic classification of steel surface defect recognition
algorithms, a literature review for each category, and a summary of the characteristics of
each technique. Since there is a lack of large and uniform datasets in the field of steel surface
defect recognition, and many methods have different performance evaluation metrics,
several commonly used public datasets were summarized and more than 20 performance
evaluation metrics were aggregated. Finally, the challenges faced by the current steel
surface defect recognition technology are summarized and corresponding solutions are
proposed. The goal of this paper was to facilitate the future research efforts of those
studying steel surface defect recognition techniques.

In future work, we aim to create a public algorithm performance evaluation platform
for steel surface defect recognition, where researchers can make a fair and comprehensive
comparison of various steel surface defect recognition algorithms, which will greatly
contribute to the development of steel surface defect recognition technology. The platform
will provide a complete steel surface defect dataset, a code based on current mainstream
public algorithms, a comprehensive set of algorithm performance evaluation metrics,
and a software toolkit and interface for researchers to upload new algorithm codes for
testing on their own. In addition to building an algorithm evaluation platform, we will
design a weakly supervised learning algorithm. We believe that the weakly supervised
learning algorithm will become the mainstream algorithm for steel defect recognition
in the future because it maintains a similar accuracy and stability of training results to
the supervised learning algorithm while significantly reducing the demanding dataset
requirements. We will focus our research on weakly supervised learning algorithms in two
directions: reducing the algorithm complexity and improving the defect detection efficiency.
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