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Abstract: In a battery management system, the accurate estimation of the battery’s state of health
(SOH) and state of capacity (SOC) are vital functions. The traditional estimation methods have
limitations. To accurately estimate the SOC and SOH of power battery and improve the performance
of the long-term estimation of a battery’s SOC, a joint estimation method based on a Kalman filter
is proposed in this work. First, a second-order RC equivalent circuit model of a ternary lithium
battery was built, whose parameters were identified online, and the model’s accuracy was verified.
Then, the battery data under actual working conditions were collected. The SOC and SOH were
estimated based on the Kalman filter algorithm, and the simulation was implemented using MATLAB.
Finally, according to a time scale transformation, the battery state was jointly estimated, the SOC was
estimated at a short-time scale, the SOH was estimated at a long-time scale, and the SOH estimation
results were updated to the model parameters for SOC estimation. The results show that the accuracy
of the method is very good, and it can effectively improve estimation accuracy and ensure batteries’
long-term estimation performance.

Keywords: ternary lithium battery; SOC; SOH; kalman filtering; battery management system

1. Introduction

As the most promising energy source for electric vehicles and hybrid electric vehicles,
lithium-ion batteries have many excellent characteristics including high energy density,
a long cycle life, good working stability, and a wide range of operating temperatures. To
ensure the safety and reliability of electric vehicles, a good battery management system is
needed [1–5]. The accurate estimation of a battery’s SOC and SOH is an important function
of a battery management system [6–9], which can formulate a reasonable charge and
discharge strategy for the vehicle, so that the battery can be fully and reasonably utilized
and its service life can be extended. As a battery’s SOC and SOH cannot be measured
directly, they can be estimated based on the parameters that can be directly detected, such
as the voltage, current, temperature, and so on [10,11].

With the continuous improvement and development of BMS technology, common
battery SOC estimation methods include the charging state of capacity (SOC_charge) and
the discharging state of capacity (SOC_discharge), and their advantages and disadvantages
are as follows. The traditional SOC estimation methods mainly include the open circuit
voltage method, ampere hour integration method, and so on [12–14]. The open-circuit
voltage method presented by Zheng et al. [12] is simple and easy to use. However, this
method is not suitable for an online calculation of a battery’s SOC, because obtaining a
battery’s open-circuit voltage requires the battery to remain in a standing state for a long
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time. In reference [13], Khalid et al. proposed a performance analysis of a commercial
battery using a hardware-in-the-loop test-bed; as a result, the battery’s voltage can be
traced within a 0.04 V error after a long tracking period, and the battery’s SOC can be
estimated within 6% error based on an SOC-OCV method. The ampere-hour integral
method proposed by Bao et al. [14] is simple in its calculation and easy to implement.
However, this method heavily relies on a battery’s initial SOC value, which is almost
impossible to directly measure in vehicles. Data driven estimation methods mainly include
neural network methods, support vector machines, and so on [15–17]; these methods are
suitable for the SOC estimation of various batteries, establishing the mapping relationship
between voltage, current, temperature, and SOC. In reference [17], Khalid et al. proposed
a unified univariate-neural network model for a lithium-ion battery’s SOC forecasting
using a minimized Akaike information criterion algorithm, and the results showed that the
SOC forecasting RMSE value can reach 3.236% using the AdaGrad optimizer evaluated
with a computed C/10 rate SOC as the testing data. However, such methods have high
requirements for large amounts of battery-related working data, and it is difficult to
ensure the estimation performance under dynamic conditions. The methods based on an
equivalent circuit model mainly include the Extended Kalman Filter (EKF), Unscented
Kalman Filter (UKF), Particle Filter (PF), and so on [18–21]; as the battery is a nonlinear
system, the EKF and UKF have certain limitations in dealing with nonlinear systems. The
PF method has strong applicability to nonlinear systems, but there is the problem of particle
degradation, which leads to the reduction of particle diversity and the reduction in the
SOC calculation efficiency. Combining UKF with PF algorithms, this study proposed an
unscented Kalman particle filter (UKPF) algorithm to improve SOC estimation accuracy,
and updated particles are generated by a PF algorithm through UKF, which can effectively
solve the particle degradation problem of the PF algorithm. Furthermore, the UKPF
algorithm can overcome the problem of reducing the calculation accuracy due to the
uncertainty of system noise in the use of UKF algorithm, which helps to overcome the
problem of particle diversity reduction and SOC calculation efficiency reduction caused by
particle degradation in the use of the PF algorithm.

In a long-term use process, the change of the SOH will lead to the change of the
battery’s internal characteristics, which should be considered when estimating the battery’s
SOC. So, the battery system parameters should be updated according to the SOH to achieve
a joint state estimation, ensuring the accuracy and stability of long-term battery SOC
estimation. One reference shows that a battery’s SOC changes rapidly and its SOH changes
slowly with time [1]. If the same time scale is used for a calculation, the computational
demand for BMS is enormous. Therefore, the joint estimation of the battery state needs to
be calculated on different time scales. Based on the dual UKF algorithm in reference [20],
this study adopts the multi time scale joint estimation method of a UKPF-UKF algorithm,
which can not only accurately estimate the SOC and SOH of the battery, but also improve
the estimation accuracy and long-term estimation performance of the battery’s SOC, and
effectively reduce the amount of calculation for the system.

Aiming at the current joint estimation problem of battery states, this study adopts
a joint estimation method of a battery’s power state based on the Kalman filter. First, a
second-order RC equivalent circuit model of a ternary lithium battery is introduced, whose
parameters are identified online. Then, a battery’s SOC was estimated using different
methods, including the particle filter (PF), unscented Kalman filter (UKF), and unscented
Kalman particle filter (UKPF). At the same time, the battery SOH was estimated by the
unscented Kalman filter algorithm. Finally, the joint estimation of a battery’s SOC and SOH
was realized. The accuracy and validity of the proposed joint estimation of a battery’s state
were verified by experiments under actual working conditions.
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2. Battery Modeling and Parameter Identification
2.1. Equivalent Circuit Model of Lithium Battery

To form a circuit network that describes a battery’s external characteristics, circuit
components including capacitance, resistance, and constant voltage source are used by an
equivalent circuit model, which has good applicability to various battery working states.
The model state formulas, which are easy to analyze and apply, can be deduced.

The Rint model, Thevenin model, and PNGV model are common lithium battery
equivalent circuit models. In these models, the Thevenin model is widely used due to
its simple structure and good representation of the dynamic and external characteristics
of lithium batteries [22]. Therefore, the Thevenin model was selected as the parameter
identification model, which has a second-order RC. Figure 1 shows the block diagram
of the Thevenin model, where UOC represents the ideal voltage source, R0 represents
the battery’s ohmic resistance, U1 is the voltage between R1 and C1, U2 is the voltage
between R2 and C2, R1 and R2 are the battery’s polarization resistance, C1 and C2 are the
battery polarization capacitance, and UT indicates battery terminal voltage. The system
and observation equations can be obtained according to Kirchhoff’s law. The charging
current is negative, and the discharge current direction is positive.
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dU1
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C1

IT
dU2
dt = − 1

R2C2
U2 +

1
C2

IT
dSOC

dt = − 1
Qn

IT

(1)

Observation equation:

UT = UOC(SOC)− R0 IT −U1 −U2 (2)

2.2. Online Parameter Identification of Lithium Battery

To identify the model parameters, an INR18650-30Q ternary lithium battery was used
for the test. The battery’s parameters are presented in Table 1.

Table 1. Parameters of INR18650-30Q battery.

Battery
Parameters

Nominal
Capacity (mAh)

Charge Cut-Off
Voltage (V)

Discharge Cut-Off
Voltage (V)

Nominal
Voltage (V)

INR18650-30Q 3000 4.2 2.5 3.6

A battery’s offline parameter identification can only be identified under certain charg-
ing and discharging conditions, and a battery’s parameters will change with various
internal and external factors during the working process, so a battery state’s parameters in
actual operation cannot be obtained. Online parameter identification can identify battery
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parameters in various working conditions, and the recursive least squares method can be
used for battery online parameter identification [1].

Figure 2 shows the principle of lithium battery online parameter identification. When
the battery is working, the working current I(t) will be generated. After the working current
passes through the battery, the terminal voltage U(t) will be generated. The actual terminal
voltage will be superimposed with a certain noise n(t). When the working current passes
through the battery model, it will calculate the terminal voltage Um(t). The terminal voltage
Um(t) output of the model is different from the actual measured result U(t) due to the
inaccurate parameter identification, resulting in the errors Ue(t) and Ue(t) = |U(t)−Um(t)|.
The error Ue(t) was used to correct the model parameters through an identification al-
gorithm (recursive least square algorithm). When the voltage U(t) and Ue(t) of the two
terminals were very close, the battery model’s online parameter identification results were
finally obtained.
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3. Joint State Estimation of Battery Power
3.1. UKF Algorithm Principle

The process of the unscented Kalman filter algorithm to estimate the system state is
as follows:

(1) Determine the state initial value x0 and the initial value P0 of the posterior state’s
error covariance.

(2) Calculate the sampling points.
x0

k = x̂k
xi

k = xk +
√
(L + λ)Pk−1, i = 1, 2, . . . , L

xi
k = xk −

√
(L + λ)Pk−1, i = L + 1, L + 2, . . . , 2L

(3)

where L is the state vector length, and L is 3 in this work.
The weight value can be computed as follows.

λ = α2(L + ki)− L
W0

m = λ
L+λ , Wi

m = 1
2(L+λ)

, i = 1, 2, . . . , 2L
W0

c = λ
L+λ + 1− α2 + β, Wi

c =
1

2(L+λ)
, i = 1, 2, . . . , 2L

(4)

where α = 0.01, ki = 0, and β = 2.
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(3) Update the prior state value xk+1 and system variance predicted value Pxx.

xk+1 =
2L

∑
i=0

Wi
mxi

k (5)

Pxx =
2L

∑
i=0

(Wi
c(xi

k − xk+1)(xi
k − xk+1)

T
) + Qk (6)

where Qk is the system noise covariance matrix.
(4) Update the observed value ŷk+1 and predicted value Pyy of the observed variance.

ŷk+1 =
2L

∑
i=0

Wi
myi

k (7)

Pyy =
2L

∑
i=0

(Wi
c(y

i
k − ŷk+1)(yi

k − ŷk+1)
T
) + Rk (8)

Update the covariance Pxy, posterior state value x̂k+1, and posterior state error covari-
ance Pk.

Pxy =
2L

∑
i=0

Wi
c(xi

k − xk+1)(yi
k − ŷk+1)

T
(9)

Kk =
Pxy

Pyy
(10)

x̂k+1 = xk+1 + Kk(yk+1 − ŷk+1) (11)

Pk = Pxx − KkPxy
T (12)

3.2. UKPF Algorithm Principle

(1) PF algorithm principle

The basic idea of particle filtering is to first extract some discrete random particles, then
adjust the weight and particle position based on the state observation, and then use these
samples to approximate the posterior state distribution. These particles use a probability
density function to estimate the mean of the sample.

The process of the system state estimation via the particle filter algorithm is as follows:
(1) Initialization:

A priori probability P(x 0) is used to generate N SOC initial particles
{

SOCi
0

}N

i=1
with

particle weight
{

qi
0
}N

i=1 = 1/N.
(2) Cyclic calculation:
a. Update particle weight; wi

k = wi
k−1 p

(
UL(k)

∣∣SOCi
k

)
= wi

k

p
[
UL(k) − h

(
SOCi

k
)]

, i = 1, 2, . . . , N
(13)

b. Normalize weights;

wi
k = wi

k/
N

∑
i=1

wi
k (14)

c. Calculate the least mean square estimate;

∼
SOCk ≈

N

∑
i=1

(
wi

k × SOCi
k

)
(15)
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d. Resampling: effective particle number Neff = 1/
N
∑

i=1

(
wi

k
)2, when Neff ≤ Ns, particle s

are set from the obtain ed
{

SOCi
k, i = 0, 1, 2, . . . , N

}
;

e. Prediction: The unknown parameter SOCi
k+1 is predicted by the equation of

the state;
f. Judge the end condition of the program. At the moment k = k + 1, if the calculation

result does not reach the pre-set precision requirement, the program jump to step a.

(2) UKPF algorithm principle

When the particle filter is applied to estimate the system state, it has the problems of
a low efficiency and poor accuracy, due to the imbalance caused by the different particle
weights. This paper uses the combination of the unscented Kalman filter and particle filter
algorithms for estimation, as the following steps:

(1) Initialization:
The initial particle set is generated by sampling according to the prior probability P(x 0).

xk(i) ∼ p{xk|xk−1(i)}, i = 1, 2, . . . , N (16)

(2) Update:
The UKF algorithm is used to update the mean and variance of each independent

particle to update the particle set. The following is the calculation process:
a. Given the initial estimation and variance of the system state x̂0, P0, proceed with

the dimensional expansion processing and obtain x̂0 =
[
x̂T

0 0 0
]T , P0 = diag[P0 Q R].

b. Calculate the set of Sigma points: k = 1,2, . . . , N
x0

k−1 = x̂k−1, i = 0

xi
k−1 = x̂k−1 +

(√
(n + λ)Pk−1

)
i
, i = 1, 2, . . . , n

xi
k−1 = x̂k−1 −

(√
(n + λ)Pk−1

)
i
, i = n + 1, n + 2, . . . , 2n

(17)

where P is the covariance; n is the state variable dimension, n = 3; and λ is the proportional
coefficient, and it is determined according to the actual situation.

c. Time prediction: covariance matrix of variables and one-step prediction can be
obtained according to the state space model of system:

ci
k|k−1 = f

(
ci

k−1

)
x̂k|k−1 =

2n
∑

i=0
Wm

i ci
k|k−1

Px,k|k−1 =
2n
∑

i=0
Wc

i

(
ci

k|k−1 − x̂k|k−1

)(
ci

k|k−1 − x̂k|k−1

)T
+ Qk

gi
k|k−1 = h

(
ci

k|k−1

)
ŷk|k−1 =

2n
∑

i=0
Wm

i gi
k|k−1

(18)

d. Measure the update—modify the state predictions with the latest observations:

Py,k =
2n
∑

i=0
Wc

i

(
gi

k|k−1 − ŷk|k−1

)(
gi

k|k−1 − ŷk|k−1

)T
+ Rk

Pxy,k =
2n
∑

i=0
Wc

i

(
ci

k|k−1 − x̂k|k−1

)(
ci

k|k−1 − x̂k|k−1

)
K = Pxy,kP−1

y,k

x̂k = x̂k|k−1 + K
(

yk − ŷk|k−1

)
Px,k = Px,k|k−1 − KPy,kKT

(19)
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(3) Importance sampling:
According to the result of step (2), the suggested distribution function is obtained:

xi
k ∼ q

(
xi

k | xi
k−1, Zk

)
= N

(
x̂i

k, x̂i
k, Pi

k

)
, i = 1, 2, . . . , N (20)

Sample particles from the proposed distribution function, calculate the weight of the
particles, and then normalize.

(4) Resampling:
Resample the particle set and redistribute the weight of the particles to obtain a new

supporting particle set: {
x̃j

k, 1/N; j = 1, 2, . . . , N
}

(21)

(5) Return step (2), the algorithm ends.

3.3. Multi-Time Scale Joint Estimation of Battery power State

Figure 3 shows a multi-time scale joint estimation method of a battery’s power state,
in which the parameter identification, UKF, and UKPF are main components. When the
battery power is working, a battery’s SOC changes quickly and its SOH changes slowly.
Therefore, the estimated battery state should be updated at a high frequency, whereas the
SOH should be updated at a fixed frequency. If the SOC and SOH are estimated using the
same update frequency, it will greatly increase the amount of system calculations.
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The micro estimated SOC based on UKPF and the macro estimated SOH based on
UKF were set for the joint estimation of a battery’s power state at multiple time scales. Set
the time scale transformation L. If the time scale does not reach the set scale change L, the
UKPF cycle calculation of SOC is carried out; otherwise, the UKF calculation of SOH is
carried out once. Meanwhile, the SOH estimates are updated with the system parameters
and applied to the SOC estimates.

The specific steps of the multi-time scale joint estimation of battery power status are
as follows:

(1) Input the battery voltage and current data into the battery model for online parameter
identification;

(2) Determine whether the time scale transformation is met, if so, step (3) is carried out,
otherwise, step (4) is carried out;

(3) UKF estimates SOH and uses estimated results to update system parameters;
(4) UKPF cycle estimation SOC;
(5) Output the SOC and SOH estimation results.

4. Test Results and Analysis
4.1. Test Platform Building and Test Data Collection

To make the collected test data valid, a battery charge and discharge test system
(Figure 4) is established, including a host computer, battery test system, and an environmen-
tal test chamber. The battery detection system is responsible for charging and discharging
the battery through the control signal of the upper computer, and the battery data collected
will be uploaded to the upper computer. The environmental test chamber provides a
suitable environment for battery testing, including temperature and relative humidity.
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Figure 4. Battery charge and discharge test system.

The Urban Dynamometer Driving Schedule (UDDS) condition was used for data
collection, and the battery voltage and current data were collected for 24,000 s, which are
shown in Figure 5. The test temperature was set at 25 ◦C, relative humidity was set at
40%, initial voltage was 4.2 V, end voltage was 2.5 V, sampling interval was 0.1 s, and the
discharge capacity attenuation rate was 100%.
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4.2. Parameter Identification Results

Figures 6 and 7 are the terminal voltages and errors identified online by collecting
the voltage and current of the battery at 24,000 s UDDS discharge. The model value of the
battery’s terminal voltage basically agrees with the actual value as shown in Figure 6. At
the beginning of the parameter identification, the model terminal voltage rapidly converges
to the real value, and the model terminal voltage always maintains a good tracking effect
compared to the real value within the 0.04V error, as shown in Figure 7. The results
indicate that the established model can be used to describe the dynamic change process of
battery power.
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The online parameters were identified every 6 s in the UDDS discharge condition
for 24,000 s, and the identification results based on the recursive least squares method
are shown in Figures 8 and 9, in which the X-axis represents the number of iterations of
parameter identification and the Y-axis represents the identification results of the ohmic
internal resistance and RC loop parameters. It can be seen from Figure 8 that R0 decreases
rapidly at the beginning, reaches the lowest value near the 1200th iteration, and then
gradually becomes stable. References [23,24] show that the ohmic resistance decreases with
the increase of the battery temperature, and the ohmic resistance increases with the decrease
of the battery’s SOC. During use, the internal temperature of a battery increases and the
R0 estimate decreases. With the increase of time, the internal and external temperature
of the battery balances, and the R0 estimate result tends to be stable. Accompanying the
discharge process, the battery’s SOC decreases and the value of estimated R0 increases. It is
highly consistent with the conclusion that the ohmic resistance decreases with an increasing
battery temperature, but it increases with the decrease of SOC.
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Figure 9. RC loop identification result: (a) R1, C1; (b) R2, C2.

In the initial stage of parameter identification, the large variation range of the param-
eters is caused by the large difference between the set initial value and the actual value.
The identification values of each parameter tend to be stable, and the identification results
are accurate. The product of R1C1 is smaller than the product of R2C2 (Figure 9), which is
consistent with the actual discharge characteristics of the battery. The results also further
verify the model’s reliability and the parameter identification accuracy.

4.3. Multi-Time Scale Joint Estimation Results

(1) UKPF algorithm estimation of SOC

To verify the validity and accuracy of the UKPF-based charge state estimation, the
results of the UKPF-based charge state estimation were compared with those of the other
two algorithms based on the PF and UKF algorithms.

The experimental data measured in the UDDS conditions were used for a simula-
tion in MATLAB. Figure 10 shows the SOC_discharge estimation results based on the
three algorithms when the SOC value ranges from 1 to 0.2. When estimating a battery’s
SOC_discharge, the estimated results of the three algorithms can be adequately used to trace
the changes of the real value, as shown in Figure 10a. Compared with the SOC_discharge’s
estimated results of the UKF and PF, the estimated results of the UKPF are much more
realistically close to the real value. The SOC_discharge estimation errors of the UKF and PF
fluctuate greatly, and the stability is weaker than that of the UKPF algorithm, as shown in
Figure 10b. Combining the UKF with the PF, the UKPF algorithm proposed in this paper
can ensure the diversity of particles, and improve the estimation accuracy and stability of
the PF algorithm, which can effectively solve the particle degradation problem of the PF
algorithm in reference [1]. Furthermore, the UKPF algorithm can overcome the problem
of accurately reducing the calculation accuracy due to the uncertainty of system noise
in the use of the UKF algorithm in reference [2], which helps to overcome the problem
of particle diversity reduction and the SOC calculation efficiency reduction caused by
the particle degradation with the use of the PF algorithm. As SOC_discharge estimation
algorithms are based on the method of data processing, the method is also applicable to the
estimation of the SOC in the charging process. Therefore, when estimating a battery’s SOC,
fast convergence, a high estimation accuracy, and strong anti-interference ability are the
advantages of the UKPF algorithm.

(2) UKF algorithm estimation of SOH



Coatings 2022, 12, 1047 12 of 15

Coatings 2022, 12, x FOR PEER REVIEW 13 of 17 
 

 

Figure 9. RC loop identification result: (a) R1, C1; (b) R2, C2. 

4.3. Multi-Time Scale Joint Estimation Results 

(1) UKPF algorithm estimation of SOC 

To verify the validity and accuracy of the UKPF-based charge state estimation, the 

results of the UKPF-based charge state estimation were compared with those of the other 

two algorithms based on the PF and UKF algorithms. 

The experimental data measured in the UDDS conditions were used for a simulation 

in MATLAB. Figure 10 shows the SOC_discharge estimation results based on the three 

algorithms when the SOC value ranges from 1 to 0.2. When estimating a battery’s 

SOC_discharge, the estimated results of the three algorithms can be adequately used to 

trace the changes of the real value, as shown in Figure 10a. Compared with the 

SOC_discharge’s estimated results of the UKF and PF, the estimated results of the UKPF 

are much more realistically close to the real value. The SOC_discharge estimation errors 

of the UKF and PF fluctuate greatly, and the stability is weaker than that of the UKPF 

algorithm, as shown in Figure 10b. Combining the UKF with the PF, the UKPF algorithm 

proposed in this paper can ensure the diversity of particles, and improve the estimation 

accuracy and stability of the PF algorithm, which can effectively solve the particle deg-

radation problem of the PF algorithm in reference [1]. Furthermore, the UKPF algorithm 

can overcome the problem of accurately reducing the calculation accuracy due to the 

uncertainty of system noise in the use of the UKF algorithm in reference [2], which helps 

to overcome the problem of particle diversity reduction and the SOC calculation effi-

ciency reduction caused by the particle degradation with the use of the PF algorithm. As 

SOC_discharge estimation algorithms are based on the method of data processing, the 

method is also applicable to the estimation of the SOC in the charging process. Therefore, 

when estimating a battery’s SOC, fast convergence, a high estimation accuracy, and 

strong anti-interference ability are the advantages of the UKPF algorithm. 

  

(a) (b) 

Figure 10. Result of SOC_discharge simulation based on different algorithms.(a) SOC_discharge 

estimation based on the UKPF, PF and UKF algorithms; (b) SOC_discharge estimation error based 

on the UKPF, PF and UKF algorithms 

(2) UKF algorithm estimation of SOH 

To verify the validity and accuracy of the SOH estimation based on the UKF, UDDS 

test conditions were used for verification. Figure 11 gives the results and the SOH error. 

When the UKF algorithm estimates the battery’s SOH, the estimation result basically 

fluctuates around the true value, as shown in Figure 11a. In the early stage, the SOH es-

Figure 10. Result of SOC_discharge simulation based on different algorithms. (a) SOC_discharge
estimation based on the UKPF, PF and UKF algorithms; (b) SOC_discharge estimation error based on
the UKPF, PF and UKF algorithms.

To verify the validity and accuracy of the SOH estimation based on the UKF, UDDS test
conditions were used for verification. Figure 11 gives the results and the SOH error. When
the UKF algorithm estimates the battery’s SOH, the estimation result basically fluctuates
around the true value, as shown in Figure 11a. In the early stage, the SOH estimates
have a smaller range of fluctuations. However, in the middle and late stages, the SOH
estimates fluctuate greatly. The error value of the UKF’s SOH estimation is within 2.5%
(see Figure 11b). Its battery discharge characteristics are good in the early stage, so the
SOH error is small, but it gradually increases in the middle and late stages, corresponding
to the battery’s SOC. Therefore, the UKF algorithm can effectively estimate the SOH of a
lithium-ion battery.

(3) Multi-time scale joint estimation results
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To verify the accuracy and validity of the multi-time scale joint estimation, after SOC
is estimated 60 times, the SOH is estimated once, and the battery capacity is corrected once
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using the estimated SOH. The time scale transformation of SOH estimation is 6000 ms, and
the step length of SOC_discharge estimation is 100 ms. Figure 12 shows the results of the
multi-time scale joint estimation.
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Both joint estimation and the UKPF can quickly converge from the set initial value
to a position close to the true value, as shown in Figure 12a. During the entire estimation
process, the joint estimation results are closer to the real value, and the joint estimation
results still have high accuracy (within 2.2% estimation error) when the battery discharge
characteristics are poor at the end of the discharge, as shown in Figure 12b. It is also evident
from Figure 12b that the fluctuation range of the joint estimation error is small, and the
overall error value is smaller than that of the UKPF algorithm. The average error and
maximum error of the joint estimation algorithm for the SOC_discharge are both smaller
than those of the UKPF algorithm, as shown in Table 2, and the SOC-estimated mean error
based on the joint estimation algorithm can reach 0.74%. Therefore, the multi-time scale
joint estimation method based on the data processing method can not only accurately
estimate SOH, but also has good estimation performance for a battery’s SOC.

Table 2. SOC estimated results.

SOC Estimated Method SOC Estimated Mean
Error

SOC Estimated MAXIMUM
error

Joint estimation algorithm 0.74% 2.11%
UKPF algorithm 1.19% 3.37%

5. Conclusions

A multi-time scale joint state estimation method for a ternary lithium battery was
proposed. A second order RC equivalent circuit model of a lithium battery was established,
and the identification results were imported into the algorithm to realize online parameter
identification. The UKPF method was used to estimate the SOC and SOH, and the UKF was
used to estimate the SOH. The joint estimation was realized by time scale transformation.
Simulation experiments were carried out in MATLAB.

(1) The battery parameters can be identified online. The error of the parameter identifi-
cation results is less than 5%, which verifies the validity and accuracy of the model.
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Therefore, this model can accurately represent the working process of a lithium battery
and lays a foundation for the subsequent estimation of its battery state.

(2) Compared with the UKF and the PF algorithm, the UKPF algorithm has higher robust
accuracy and stability, and its estimation error of a lithium battery’s state of charge
is less than 3.4%. The SOH error of the UKF algorithm is less than 2.5%, which can
accurately and effectively estimate the SOH of the battery.

(3) The multi-time scale joint estimation error is within 2.2%, which significantly improves
the estimation accuracy of a battery’s SOC and ensures the long-term estimation
performance of a battery.

In this study, a battery’s state of charge and health are estimated based on some
battery parallel experiments. However, in electric vehicles, power batteries are usually
used in series and parallel groups; therefore, in future research, discussion should focus
on determining if the estimation methods proposed in this study are still valid while the
battery (pack) configuration and cell chemistry change, and relevant experiments should be
further improved in the future. Moreover, as the variation of temperature has a significant
impact on the battery’s parameters, the variation in temperature should be considered to
ensure a better accuracy in real-life applications. In addition, the variation of temperature
should be taken as an important factor in the battery state estimation in future works.
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