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Abstract: Data imbalance is a crucial factor that limits the performance of automatic defect recognition
systems in castings. The bias and deterioration of the model are generated by massive normal samples
and minor defect samples. Traditional re-sampling methods randomly change the data distribution
and ignore the significant intra-class difference among all normal samples. Therefore, this paper
proposes a distribution-preserving under-sampling method for imbalance defect-recognition in
castings. In detail, our method divides all normal samples into several sub-groups by cluster analysis
and reassembles them into some balance datasets, which makes the normal samples in all balance
datasets have an identical distribution with the original imbalance dataset. Finally, experiments on
our dataset with 3260 images indicate that the proposed method achieves a 0.816 AUC (area under
curve) score, which demonstrates significant advantages compared to cost-sensitive learning and
re-sampling methods.

Keywords: castings defect recognition; imbalance classification; distribution-preserving

1. Introduction

Casting is an important forming means to achieve high-efficiency and low-cost man-
ufacture and is an irreplaceable process for metal parts with complex structure. A large
number of core components are formed by the casting process in the high-end manufactur-
ing industry. Unfortunately, castings inevitably have different internal defects because of
casting materials and processes. These internal defects will seriously affect the mechanical
properties of castings, even directly leading to scrap.

To obtain the internal information of castings, digital radiography (DR) technology
is utilized and gradually became the first choice for nondestructive testing. DR utilizes
X-ray to penetrate the castings and directly produces a digital image through the digital
detector array (DDA). Then, the inspectors judge whether there is a defect in the casting by
observing the change of gray level in the digital image. However, manual visual inspection
not only is laborious and inefficient but also easy to be affected by the ability and experience
of the inspectors. Consequently, automatic defect recognition (ADR) has collected much
attention and became one of the research hot points. Early research about ADR mainly
focused on handcrafted feature extraction and traditional machine learning. Mery et al. [1]
utilized a single filter to track potential defects in image sequences. Hernandez et al. [2]
used the neuro-fuzzy method to classify the defect and normal samples. Zhao et al. [3]
proposed a defect recognition framework for automobile wheels, which employed the gray
arranging pairs method to segment the defects, then their randomly distributed triangle
features were extracted and fed into a sparse representation classifier to achieve defect
classification. Overall, these approaches heavily rely on the handcrafted features designed
by experts. Unfortunately, the handcrafted features usually have poor robustness, which
fails to adapt to the change of position, structure, and ray intensity.
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As deep learning develops, current ADR systems in casting mainly realize defect recog-
nition through a convolutional neural network (CNN). Du et al. [4] used the Faster-RCNN [5]
with feature pyramid networks (FPN) [6] to locate the defect. Yu et al. [7] proposed an adaptive
CNN model to realize multi-class defect segmentation. A variable attention nested UNet++
network [8] was introduced for defect segmentation in the X-ray image.

The above research aims to achieve end-to-end defect location and segmentation,
which can provide more comprehensive information about the defect. However, they also
have a slow detection speed. In actual detection, the number of images without defects
is far more than the number of images with defects. Thus, the image-level recognition
method can be deployed at the front of the entire detection process to improve detection
efficiency. Mery et al. [9] extensively tested the combined performance of multiple features
and classifiers in the GDX-ray [10] dataset. This work crops the original image into
enormous, small patches (32 × 32). Because of low resolution, deep learning methods
perform worse than traditional machine learning. Subsequently, Mery [11] used GAN and
physical simulation methods to produce more virtual defect images and boost accuracy.
Tang et al. [12] combined spatial attention mechanisms and bi-linear pooling into a CNN
model to increase the representation power. Similar to [12], Hu et al. [13] presented a
two-stage training procedure, which firstly forces the network to classify the casting type
and then to classify the defect and normal samples. Jiang et al. [14] presented the mutual-
channel loss and an attention-guided data augmentation method to boost the original
VGG network.

Regrettably, the above research is dedicated to designing higher performance CNN
on balance datasets and sidestepping the fact of class imbalance that significantly impacts
the recognition accuracy. At present, there are two main solutions to solve the imbalance
classification: the re-weighting and the re-sampling method. The re-weighting method is
also called cost-sensitive learning. It adopts re-weighting strategies to adjust the loss of
minor class samples. Weighted cross-entropy loss is the simplest way whose weight is the
inverse class frequencies. Seesaw loss [15] adaptively re-balances gradients of minor-class
and major-class samples with mitigation factor and the compensation factor. Focal loss [16]
is proposed to solve the class imbalance in object detection. It inversely re-weights classes
by prediction probabilities, so that it can give higher weights to the minor classes but lower
weights to the major classes. The re-sampling method [17,18] directly changes the data
distribution and forms some balance datasets by randomly over-sampling the minority
class or under-sampling the majority class.

However, the random re-sampling method ignores the intra-class difference in defect
recognition. As shown in Figure 1, these normal samples are different in gray level,
texture, and so on. In Figure 1a, this kind of image is brighter than others. In Figure 1b,
such images have some false defects because of the concave-convex surface of castings.
Figure 1c stands for the rest of the samples whose background lacks detail. Based on the
previous analysis, the random under-sampling method will change the original distribution
information in all normal samples and lead to the variability of balance datasets generated
by re-sampling. It will break the important assumption in deep learning: independent
identical distribution. Considering this, a distribution-preserving under-sampling method
is proposed for imbalance defect recognition in castings. By cluster analysis, we divide all
normal samples into several groups and reassemble them into some balance datasets. The
normal samples in these balance datasets follow a similar distribution to the original data.
Benefitting from the above improvement, our methods achieve a better accuracy under
imbalanced data.



Coatings 2022, 12, 1808 3 of 10Coatings 2022, 12, x FOR PEER REVIEW 3 of 10 
 

 

   

(a) (b) (c) 

Figure 1. Three typical normal samples. (a): brighter normal samples (b): normal samples with false 

defects (c): normal samples with missing details. 

2. Methods 

2.1. Overview 

In this section, we present our method for imbalance defect recognition. Our method 

firstly extracts the image features of normal samples by a pre-trained network, and then 

clusters them into some groups based on k-means++ [19] approach. Some normal samples 

belonging to each group are selected and recombined to form several new subsets. Each 

new subset is combined with all defect samples, resulting in some balance training da-

tasets. We train our deep learning model by each training dataset and obtain some net-

work weights. Through model fusion, our method produces better performance under an 

imbalanced dataset. The details are shown in Figure 2. 

2.2. Distribution-Preserving Under-Sample 

Assume that a class-imbalanced dataset D = {Dn ∪ Dd} includes normal samples (Dn) 

and defect samples (Dd). The numbers of the Dn, Dd are Nn, Nd. Nn is far larger than Nd. 

Our goal is to build some balanced datasets through under-sample methods for relieving 

the imbalance. 

Traditional under-sample methods select some samples randomly. However, this 

method will change the prior distribution information in the normal class because of large 

intra-class differences. We believe that the subsets obtained after under-sampling should 

maintain the same distribution as the original dataset. Motivated by this, a distribution-

preserving under-sample method is proposed to acquire multiple subsets that are identi-

cally distributed with the original normal class. 

For our method, a ResNet18 [20] pre-trained by ImageNet [21] is first employed to 

extract the high-dimension features of normal samples because it has been proven to be a 

good feature extractor. These features are then PCA-reduced to 128 dimensions, whitened, 

and L2-normalized. K-means++, a standard clustering approach, is widely used and can 

be regarded as a baseline clustering method. It takes the reduced dimension features as 

input and clusters them into K distinct groups (G1, G2,...,Gk) based on an Euclidean dis-

tance. Each group represents the sub-class of the normal sample. 

Figure 1. Three typical normal samples. (a): brighter normal samples (b): normal samples with false
defects (c): normal samples with missing details.

2. Methods
2.1. Overview

In this section, we present our method for imbalance defect recognition. Our method
firstly extracts the image features of normal samples by a pre-trained network, and then
clusters them into some groups based on k-means++ [19] approach. Some normal samples
belonging to each group are selected and recombined to form several new subsets. Each new
subset is combined with all defect samples, resulting in some balance training datasets. We
train our deep learning model by each training dataset and obtain some network weights.
Through model fusion, our method produces better performance under an imbalanced
dataset. The details are shown in Figure 2.

2.2. Distribution-Preserving Under-Sample

Assume that a class-imbalanced dataset D = {Dn ∪ Dd} includes normal samples (Dn)
and defect samples (Dd). The numbers of the Dn, Dd are Nn, Nd. Nn is far larger than Nd.
Our goal is to build some balanced datasets through under-sample methods for relieving
the imbalance.

Traditional under-sample methods select some samples randomly. However, this
method will change the prior distribution information in the normal class because of large
intra-class differences. We believe that the subsets obtained after under-sampling should
maintain the same distribution as the original dataset. Motivated by this, a distribution-
preserving under-sample method is proposed to acquire multiple subsets that are identically
distributed with the original normal class.

For our method, a ResNet18 [20] pre-trained by ImageNet [21] is first employed to
extract the high-dimension features of normal samples because it has been proven to be a
good feature extractor. These features are then PCA-reduced to 128 dimensions, whitened,
and L2-normalized. K-means++, a standard clustering approach, is widely used and can be
regarded as a baseline clustering method. It takes the reduced dimension features as input
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and clusters them into K distinct groups (G1, G2, . . . , Gk) based on an Euclidean distance.
Each group represents the sub-class of the normal sample.
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Figure 2. The pipeline of the proposed method.

To ensure the same distribution between each subset and the original dataset, we
randomly select p% of the samples from each group and repeat t times, so several sub-
groups (G11, G12, . . . , G1t, . . . , Gkt) are formed. Finally, t balanced datasets (BD1, BD2, . . . ,
BDt) are aggregated by:

BDi = {G1i ∪ G2i ∪, . . . , Gki ∪ Dd}, i = 1, 2, . . . , t, (1)

The number of normal samples in each BD can be computed as follows:

NBD = Nn × p%, (2)
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In general, CNN does not need a totally balanced dataset, so we set the NBD slightly
larger than Nd by adjusting p.

2.3. Network

CNN has demonstrated impressive ability in many computer vision tasks. It can
automatically extract general and robust features from the input data by back-propagation.
CNN is usually composed of convolution, activation functions, and fully connected layers.
Through careful designing of network architecture, a multiple classical CNN model is
proposed. In this work, we consider the network performance and inference time compre-
hensively; ResNet18 and MobileNetV2 [22] are selected for defect recognition.

ResNet is used to solve the gradient disappearance with the increase in network depth.
The main idea of ResNet is to introduce a residual block that forces the network to learn
identity mapping rather than fitting ground truth directly. Through stacking some residual
blocks, multiple versions of ResNet are produced, such as ResNet18, ResNet50 ResNet101,
and so on. MobileNetV2 is improved based on ResNet to make it lighter, which proposed
the inverted residual block. Different from the residual block, this module first expands the
channel of input features to a high dimension and filters it with a lightweight depth-wise
convolutional layer. The features are subsequently projected back to a low dimension with
a 1× 1 convolution. The details of the residual block and inverted residual block are shown
in Figure 3.
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In this study, ResNet18 and MobileNetV2 are modified to adapt to this task. We
employ the pre-trained weight from ImageNet as an initialization and remove their all fully
connected layers. Then, a new fully connected layer is added to the network. The softmax
layer transfers the output of the fully connected layer into a probability distribution. Finally,
we train t CNN models based on t balanced datasets.
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2.4. Model Fusion

Although our under-sample method can produce several balanced and identically
distributed datasets, it just includes part of the whole normal samples. The model trained
by different datasets must have some bias which is harmful to generalization performance.
Thus, we employ the model fusion strategy to solve it. Suppose fi is the CNN model
trained by BDi, θi is the parameter of it. fi(x, θi) stands for the CNN output of the sample x.
By averaging the output of multiple CNN, the result y without bias can be obtained.

y =
t

∑
i=1

fi(x, θi) (3)

3. Experimental Setup
3.1. Datasets

We collect 3260 X-rays whose resolution is 480 × 480 of aluminum alloy castings from
the line for evaluating our method. There are 630 defective samples and 2630 normal
samples in the total dataset. The training dataset is imbalanced to keep consistent with the
actual task for defect recognition. The evaluation and test datasets are balanced for a better
comparison. Table 1 shows the detailed number. Figure 4 shows some typical normal and
defect samples.

Table 1. The number of samples in this dataset.

Dataset Normal Defect Total

Train 2430 430 2860
Validation 100 100 200

Test 100 100 200
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3.2. Implementation Details

The computation platform used in this work was Intel Core i9-9920X, 64G memory, and
TITAN-RTX with 24G GPU memory. All the models were implemented by the MindSpore
frame framework. The optimizer is Adam. The batch size and the learning rate were 16 and
0.001, respectively.
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3.3. Evaluation Metric

Accuracy is usually used for evaluating the balance classification task. However, the
tolerance for normal samples to be detected as defective samples is far greater than that for
defective samples to be detected as normal samples. So, accuracy is not entirely suitable for
evaluating it. In this task, AUC (area under curve) score is the main evaluation metric. AUC
score is obtained by calculating the area under the ROC (receiver operating characteristic)
with multi-thresholds. When the threshold is 0.5, precision and recall are also reported.
The specific calculation formula of precision and recall are as follows:

Presicion =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

TP and FN are the numbers of defect samples classified correctly or not. FP represents
the number of normal samples classified incorrectly.

4. Results and Discussion
4.1. Compare with Other Methods

In order to illustrate the advancement of our method, we compare it to other methods
of imbalance classification including cost-sensitive learning and re-sampling method. At
the same time, we test our method under two different backbone networks to prove its
generalization. Every method is tested five times and the results are shown in Table 2.
The baseline is the CNN model trained with standard cross-entropy loss. The baseline
considers all samples as normal samples and produces the worst result due to extreme
imbalance. Cost-sensitive learning improves it by giving less weight to normal samples.
Simple weight cross-entropy loss performs better than focal and seesaw loss. Re-sampling
methods also achieve higher accuracy. When ResNet18 is used as the backbone network,
the over-sample method performs better than the under-sample, but when the backbone
network is MobileNetV2, under-sample performs better than the over-sample method.
In general, re-sampling methods are more suitable for our dataset than cost-sensitive
learning. Our method achieves the best result under different backbone networks, especially
MobileNetV2. The AUC score of our method is 3.8% higher than the under-sample method,
which proves the effectiveness of our approach.

Table 2. The quantification results of different methods towards class-imbalance classification.

Backbone Method Precision Recall AUC

ResNet18

CE loss 0.5005 ± 0.001 0.996 ± 0.008 0.5509 ± 0.0735
WCE loss 0.668 ± 0.0333 0.846 ± 0.0301 0.7437 ± 0.0291
Focal loss 0.538 ± 0.0571 0.494 ± 0.2463 0.5613 ± 0.0435

Seesaw loss 0.668 ± 0.0098 0.89 ± 0.0482 0.74 ± 0.0232
Over-sample 0.6534 ± 0.0163 0.824 ± 0.0508 0.7797 ± 0.0202

Under-sample 0.6537 ± 0.0757 0.75 ± 0.1838 0.7408 ± 0.035
Ours 0.6326 ± 0.0227 0.84 ± 0.0562 0.7891 ± 0.0168

MobileNetV2

CE loss 0.5 ± 0.0 1 ± 0 0.5101 ± 0.075
WCE loss 0.709 ± 0.0256 0.846 ± 0.0287 0.7864 ± 0.0355
Focal loss 0.529 ± 0.0208 0.598 ± 0.0838 0.5408 ± 0.0194

Seesaw loss 0.675 ± 0.037 0.868 ± 0.0343 0.7656 ± 0.0236
Over-sample 0.6712 ± 0.0316 0.84 ± 0.0701 0.7786 ± 0.0153

Under-sample 0.6674 ± 0.0203 0.8224 ± 0.0528 0.7859 ± 0.0069
Ours 0.6398 ± 0.0155 0.9080 ± 0.0192 0.8158 ± 0.0160
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4.2. The Influence on Different Imbalance Ratios

To prove the robustness of our method, a further experiment is conducted under
different imbalance ratios (normal sample/defect sample). We gradually reduce part of
the defect samples in the training dataset for simulating the more imbalanced situation.
MobileNetV2 is utilized as the backbone network and part of the cost-sensitive learning
methods and re-sampling methods are employed to make a comparison with our approach
based on the results in 4.1. We also adjust the weight factors according to the imbalance
ratios for WCE and seesaw loss methods. Figure 5 shows the AUC scores of different
methods when the number of defect samples reduces to 1/2, 1/4, 1/8, and 1/16 of the
original. It is consistent with the intuition that the experimental performance of most
comparison methods significantly decreases as the number of defect samples decreases.
Overall, the tolerance of cost-sensitive learning methods is worst for imbalanced datasets.
When the defect samples are only 1/8 of the original, the AUC of seesaw loss reduces by
27.45%. This is because these methods cannot essentially deal with the issue of lacking
information, particularly on limited data amounts. Re-sampling methods perform better
than cost-sensitive learning methods, especially the under-sampling method. However,
it still has a big gap with our method. As the number of defect samples decreases, the
AUC score of our method is still optimal. It demonstrates that our method has significant
advantages in tolerance for imbalance.
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4.3. The Influence on Cluster Number K

Cluster number K is an important parameter for the k-means++ algorithm. Different
K will lead to a different cluster result. We set a series of K (3, 5, 7) and observe the impact
on the result in Figure 6. Experiments show that our method is not sensitive to the choice
of cluster number K. Different K can achieve similar performance. Although the number of
clusters is different, our method has the same sampling proportion in different sub-groups,
which ensures the distribution consistency between each balanced dataset and the original
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dataset. This mechanism makes our method more robust on hyper-parameter, that is, the
cost of applying this method is low.
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5. Conclusions

Data imbalance is very common in casting defect recognition. This paper proposes a
distribution-preserving under-sampling method for reducing the uncertainty of traditional
re-sampling methods. Our method divides all normal samples into several sub-groups by
k-means++ and reassembles them into some balance datasets, which makes the normal
samples in all balance datasets have an identical distribution with the original imbalance
dataset. Experiments on our dataset illustrate that the proposed method achieves significant
advantages compared to the state-of-the-art methods for data imbalance. At the same time, our
method is more resistant to extreme data imbalance and not sensitive to the hyper-parameter.
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