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Abstract: A robust simulation framework was developed for nanoscale phase change memory (PCM)
cells. Starting from the reaction rate theory, the dynamic nucleation was simulated to capture the
evolution of the cluster population. To accommodate the non-uniform critical sizes of nuclei due to
the non-isothermal conditions during PCM cell programming, an improved crystallization model
was proposed that goes beyond the classical nucleation and growth model. With the above, the
incubation period in which the cluster distributions reached their equilibrium was captured beyond
the capability of simulations with a steady-state nucleation rate. The implications of the developed
simulation method are discussed regarding PCM fast SET programming and retention. This work
provides the possibility for further improvement of PCM and integration with CMOS technology.

Keywords: phase change memory; dynamic nucleation; fast SET programming; CMOS integrations;
retention failure

1. Introduction

Phase change memory (PCM) is one of the emerging non-volatile memories with
the most mature technology and the most industrialized prospects at present. It has the
advantages of nanoscale cells, high reliability and endurance, high speed, and compat-
ibility with CMOS technology [1]. In particular, integrations at the back-end-of-line of
advanced CMOS technology brings exciting new features. The write speed of PCM can
possibly be raised further to the sub-nanosecond level through material engineering [2,3]
or innovative programming methods [4], comparable to other CMOS-based memories
such as static random access memory (SRAM). One of the most widely studied phase
change materials thus far is Ge2Sb2Te5(GST). One current concern for PCM is its reliability,
e.g., the high-resistance amorphous state shifts to low-resistance states with unintended
crystallization [5–7]. Nucleation at random sites and subsequent growth leading to the for-
mation of percolation paths might be responsible for retention failure. Further theoretical
and experimental studies are useful for maturity of the PCM technology, which enriches
and enhances the CMOS technology in various applications such as storage class memory
(SCM) and neuromorphic computing.

From a theoretical perspective, nanoscale modeling and simulations play important
roles in PCM technology advancements. Empirical formulas and Johnson–Mehl–Avrami
(JMA) models [8] are widely used in compact models [9–11]. At the numerical simulation
level, a classical nucleation and growth (NG) model proposed by Peng et al. [12] is com-
monly used to reflect the random nucleation and non-uniform distribution of phase states
of materials. This model successfully takes the randomness of nucleation/growth and the
distribution of phase states into consideration. Nucleation occurs in a small volume if the
nucleus formation probability is significant. Growth occurs when there is a crystalline
neighbor around the considered volume and the growth probability is high. Together
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with the NG model, simulations of PCM have been reported [13–19] by the Monte Carlo
method based on geometry discretization from the finite element method. In [13], authors
reported the simulation framework as well as the programming operations and the thermal
boundary resistance effect. Another numerical simulation algorithm [14] was reported as a
basis to propose a phase change module for multi-value storage capability. Further, the
thermoelectric effects have been incorporated [15] in the coupling of thermal and electrical
simulations. At the same time, simulations are also proved useful in the study of PCM
variations and retention failures. By considering the stochastic nucleation, the intrinsic
retention as well as its statistics, e.g., the cell-to-cell and cycle-to-cycle variability have been
studied [16,17]. The phase field method [18,19] was later included in the simulation frame-
work to address the crystallization from the perspective of total energy (bulk free-energy
and interface energy) reduction. It has been shown that the retention time is improved
for scaled PCM. However, one basic assumption behind the traditional simulations is a
steady-state nucleation rate at the initial stage. The incubation period, i.e., the period in
which the nuclei grow to their critical size, is not considered. On the other hand, a critical
nuclei size is usually assumed upon nucleation for a discretized volume in the NG model.
As such, the preferred volume size is equal to the critical size. Since the critical nuclei size
is dependent on temperature [20], the NG model is more suitable for phase changes under
a uniform temperature profile [20]. Alternative simulation frameworks are desired for
nanoscale PCM.

In this work a simulation framework was developed for the evolution process of the
nanoscale PCM embryo distribution from the perspective of dynamic nucleation. The
classical nucleation growth model was improved to be suitable for the phase transition
under non-uniform temperature conditions. Additionally, the relationship between the
transient nucleation rate and the incubation period of the crystal nucleus was analyzed.
The accelerating SET operation, as well as the device retention failure, was also discussed.

2. The Theory and Simulation Algorithm

PCM of the classical mushroom type, as shown in Figure 1a, was used to demonstrate
the simulation theory and algorithm.
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2.1. Electrothermal Module 

Figure 1. (a) PCM of the mushroom structure (TE and BE stand for top electrode and bottom electrode,
respectively; AR represents active region); (b) schematic diagram of the structure of PCM cell and
the calculation of random nucleation probability; (c) flow chart of the improved crystallization
model simulation.
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2.1. Electrothermal Module

Joule heat is generated by applying electric pulses of different durations and am-
plitudes, which is used to realize the transformation of different phases of GST, which
is the basic principle of PCM. The coupling of the current continuity equation and heat
conduction equation is the key to building an electrothermal module:

∇J = −∇ · (σ(∇V) = 0 (1)

ρcp
dT
dt

= ∇ · (κ∇T) +
J2

σ
(2)

where J is the current density, σ is the electrical conductivity, ρ is the density of GST, cp is the
heat capacity at constant pressure, T is the temperature, and κ is the thermal conductivity.
To reproduce the correct thermal boundary, a large enough domain including the PCM cell
and its surrounding dielectric is always simulated. The Dirichlet boundary condition is
applied on the electrodes with its temperature of 293.15 K, and the Neumann boundary
condition is applied on other surfaces. Thermal boundary resistance (TBR) at the interface
between different materials, for example, the interface of GST/BE, is easily incorporated
into the simulation. It facilitates a confinement of heating and hence the reduction of
the reset current, which may be intentionally introduced in the PCM cell design [21,22].
Figure 1b briefly shows the discretization with cuboidal grids. The electrical conductivity
of a mixed phase σm is calculated with the Wiener upper bound model [23]:

σm =
σcσa

C f (σa − σc) + σc
(3)

where σc and σa are the electrical conductivity of the crystalline and amorphous states,
respectively, and Cf is the crystalline fraction of GST. The thermal conductivity of GST is
divided into phonon thermal conduction and electronic thermal conduction. The electrical
conductivity of the material is proportional to the thermal conductivity, which can be
described by the Wiedemann Franz Law. The phonon thermal conductivity of the mixed
state κphm can be expressed as:

κphm = C f κphc + (1− C f )κpha (4)

where κphc and κpha are the phonon thermal conductivity of the crystalline and amorphous
states, respectively, and the thermal conductivity of the mixed phase κm is

κm = κphm + L0Tσm (5)

where L0 is the Lorenz number.

2.2. Dynamic Nucleation

The first step of crystallization requires the formation of new phase nuclei in the
parent phase, similar to the classical nucleation and growth theory. The driving force for
nucleation is that the volume free energy of the crystalline state is lower than the volume
free energy of the amorphous state, and the resistance is due to the formation of a new
surface by the crystal embryo, which will cause the surface energy γ to increase. The
crystal embryo is approximately a sphere to reduce interface area; it will not become a
stable crystal nucleus until the radius r of the crystal embryo exceeds the critical nucleation
radius rc. After that, the nucleus can continue to grow. The expression for the number of
molecules nc contained in the critical nucleation radius is

nc =
32πγ3

3∆GV3Va
(6)
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where Va is the average molecular volume of GST, and ∆GV is the free energy change per
unit volume of the liquid-to-solid phase transition, which can be expressed as [24]

∆GV = ∆Hm
2T(Tm − T)
Tm(Tm + T)

(7)

where ∆Hm is the latent heat, and Tm is the melting temperature of the GST. A crystal
embryo containing n molecules appears in the amorphous phase, and the total free energy
difference ∆Gn is

∆Gn = 4πr2γ− nVa∆GV (8)

where r is radius of the embryo and can be expressed as

r =
(

3nVa

4π

)1/3
(9)

The crystal embryo in the amorphous phase may increase its size with more molecules,
or it may decrease its size with less molecules due to dissolution. The expansion and disso-
lution processes occur in parallel and are described by the following two expressions [14]:

An−1 + A1

P+
n−1

−−−−→←−−−−
P−n

An (10)

An + A1

P+
n

−−−−→←−−−−
P−n+1

An+1 (11)

where A1, An−1, An, and An+1 are embryos containing 1, n − 1, n, and n + 1 molecules,
respectively, and P+

n is the probability that the embryo An will increase by one molecule.
P−n is the probability that the embryo An will decrease by one molecule. The transient
expression Nn,t of the number of embryos containing n molecules in the system at time t is,
then [25],

Nn,t = Nn,t−∆t + ∆t · (P+
n−1Nn−1,t−∆t − P−n Nn,t−∆t − P+

n Nn,t−∆t + P−n+1Nn+1,t−∆t) (12)

P+
n =

OnD
λ2 exp(−4gn

2kBT
) (13)

P−n =
OnD

λ2 exp(
4gn

2kBT
) (14)

where On is the number of molecules on the surface of the embryo An, which is approxi-
mately On ≈ 4n2/3; D is the diffusion coefficient; λ is the atomic jump distance; and ∆gn is
the amount of energy change in the system after the embryo An gains or loses one molecule.
The nucleation rate at any time can be obtained by solving the grain flux:

In,t = P+
n Nn,t − P−n+1Nn+1,t (15)

With the passage of annealing time, the number of embryos will gradually increase,
and the size will continue to increase, and the nucleation rate will continue to rise, but
at the same time, more embryos will dissolve, and the number of embryos will develop
towards a steady state, while the nucleation rate reaches the steady-state value Is

nc.
After nucleation, under the driving force of crystallization, the crystal nucleus will

grow up. Since the mobility of molecules is affected by temperature, its growth rate is
affected by temperature. Kelton et al. developed the GST grain growth rate vg suitable for
a wide temperature range [26]:

vg(T) = (
3Va

4π
)

1/3 D
3nc2/3

{
1− exp

[
∆GV
kBT

( rc

r
− 1

)]}
(16)
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2.3. The Algorithm and Improved Crystallization Model

On the basis of the above model framework, a new algorithm was developed, as
shown in Figure 1b. According to the principle of equal distribution of the sample and the
population, a dual grid technique was proposed to solve the dynamic nucleation based on
the Monte Carlo method. Unlike the classical nucleation growth model, which regards the
grid as the element of the crystal nucleus, this model only regards the grid as the carrier of
the crystal nucleus, and the change of the grid crystalline fraction is obtained by solving the
ratio of the crystallized volume change to the grid volume. The steps are as follows: First,
the GST region is divided into many small grids with a volume of Vgrid (Vgrid = d3

grid). It is
assumed that the temperature in the grid is uniformly distributed and considers the grid
as a part of a large volume of Vbulk whose temperature is uniform. ngrid (ngrid = Vbulk/Vgrid)
is the number of samples in the population, and the number of nuclei in the population in
a time step ∆t can be calculated as Nc

bulk (Nc
bulk =Is

nc·∆t·Vbulk); then, the probability Pn of
crystal nuclei appearing in the small grid is

Pn =
Nc

bulk
ngrid

=
Is
nc · ∆t ·Vbulk

Vbulk/Vgrid
= Is

nc · ∆t ·Vgrid (17)

The probability of the appearance of a crystal nucleus is combined with the Monte
Carlo algorithm to simulate the nucleation process. The flow chart is shown in Figure 1c.
If a crystal nucleus appears in the grid, the size of the crystal nucleus is recorded as the
critical nucleation. The crystalline fraction of the updated mesh due to nucleation is

C f ,t =
ncVa

Vgrid
(18)

If the volume of the crystal nucleus is smaller than the volume of the grid, record the
size of the crystal nucleus; if the volume of the crystal nucleus exceeds the volume of the
grid, the surrounding grid will evenly divide the grid and the crystalline fraction of the
grid needs to be updated. The crystalline fraction of the updated mesh due to growth is

C f ,t = C f ,t−∆t +
4π(rt−∆t + vg∆t)3

Vgrid
+

Nc · vg · ∆t · d2
grid

Vgrid
(19)

where rt−∆t is the radius of the crystal nucleus at time t − ∆t, and Nc is the number of
nearest surrounding grids with Cf = 1.

2.4. Simulation Robustness

Figure 2 shows PCM R–V characteristics with an amorphous initial state. Program-
ming voltage pulses with different amplitudes and fixed width tp = 170 ns were applied
to the PCM cell, in accordance with [15]. The resistance value was obtained by a reading
following each programming pulse. With the increasing of voltage amplitudes, the PCM
cell went through the SET to low resistance and then the RESET to high resistance. The
simulation results agreed reasonably with the experimental data. In particular, the partial
RESET of varying degrees was well reproduced.

Figure 3 shows the simulated crystallization period as a function of the annealing
temperature from the improved crystallization model and the classical nucleation growth
model. The results are indeed the average values of multiple measurements. Different
grid sizes were set up for the purpose of robustness verification. The purple dotted line
represented results of the classical nucleation growth model under the critical nucleation
size (which changes according to the temperature). Two other grid sizes, 1 nm and 2 nm,
were also used for comparison. With the classical NG model, it could be seen that at the
same temperature, the selection of the grid size had a greater impact on the crystallization
period, because it is unreasonable to set a uniform grid size for different temperatures
corresponding to different critical nucleation sizes. In contrast, the improved crystallization
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model gave more stable results without significant impacts from grid size, and the results
were also close to those of the NG model with a temperature-dependent grid size.

Figure 2. Simulation and experiment results [15] of PCM cell resistances vs. the programming
voltage. Voltage pulses with fixed width tp = 170 ns and increasing amplitudes are applied.

Figure 3. The crystallization time curve of the improved crystallization model and the classical
nucleation growth model at different annealing temperatures and grid sizes.

2.5. The Incubation Period

Assuming that there are no embryos in the initial state, the function relationship
between the number of nucleus Jn and time t is shown in Figure 4a. It can be seen that
as time goes by, the number of crystal nuclei gradually increases from zero. It gradually
stabilizes, indicating that the steady-state nucleus rate is reached. The θτ in Figure 4a is the
nucleus incubation period, and Figure 4b shows the nucleus incubation period at different
temperatures, assuming that there is no embryo in the initial state. With the increase in
temperature, the incubation period first decreases because of the increase in the mobility
of molecules and the probability of their collision. The incubation period then increases
slightly, most probably because of the decrease in the degree of subcooling and the increase
in the critical nucleation radius, which requires a longer time to reach the critical nucleation
molecule number.
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Figure 4. (a) The total number of nuclei as a function of time at 700 K, assuming that there is no
embryo in the initial state (including log coordinates and linear coordinates). The slope in the linear
coordinate is the steady-state nucleation rate, and the linear extrapolation gives the incubation period
from the intersection point. (b) Incubation period at different temperatures, assuming that there is no
embryo in the initial state.

Figure 5 shows that dynamic nucleation in the steady-state and the traditional steady-
state nucleation rate are in good agreement with a slight deviation at the peak value, and
the optimal nucleation temperature corresponding to the peak slightly changes. Nucleation
rates in Figure 5 correspond to the slope of linear coordinates in Figure 4a.

Figure 5. Comparison of the steady-state rate of dynamic nucleation (DN) and that of classical
nucleation growth model (CNG) under different temperatures.

3. Implication on PCM Cell Operations

Based on the above simulation framework, PCM operations were simulated in this
section. The default geometry parameters used are summarized in Table 1.

Table 1. Default geometry parameters of simulated PCM cells.

Symbol Description Value Unit

WGST width of GST region 190 nm
LGST length of GST region 190 nm
HGST height of GST region 90 nm
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Figure 6 shows the crystallization conditions after annealing at 580 K and 660 K for
30 ns, assuming that there is no embryo in the initial state. In Figure 6a, a large number
of small grains were formed, and in Figure 6b, a smaller number of grains was observed
with larger sizes. The incubation periods were 5.6 ns and 2.9 ns under 580 K and 600 K,
respectively. In the simulation period of 30 ns, the total number of nucleus depended on the
slope in Figure 4a, which was higher under 580 K. The growth rate as given by Equation (6)
was enhanced under 660 K for a large crystalline fraction.
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Figure 6. Crystallization after annealing at different temperatures, namely (a) 580 K and (b) 660 K,
for 30 ns, assuming that there is no embryo in the initial state.

Figure 7 shows the application of three different SET pulse schemes and the phase
distribution corresponding to points A–F. Applying a low-amplitude pulse will rapidly
nucleate the inside of the active area, but due to the low temperature inside the active area,
the growth rate of the formed nuclei slows down and the active area cannot be crystallized
quickly. The case is shown as the top phase maps A and B in Figure 7b. Applying a higher
amplitude pulse, although the growth rate of the crystal nucleus is faster at this temperature,
the active area cannot be crystallized quickly from inside due to a lower nucleation rate.
The case is shown as the middle phase maps C and D in Figure 7b. Applying a dual-
amplitude pulse, a lower-amplitude pulse promotes the nucleation process, and then a
higher-amplitude conventional SET pulse promotes the rapid growth of the crystal nucleus
and crystallizes almost the entire active region. The case is shown as the bottom phase
maps E and F in Figure 7b. The instantaneous temperature profile for A of low-amplitude
pulse case and D of high-amplitude pulse case are shown in Figure 7c,d.

Figure 8 plots the annealing of a PCM cell, assuming different amounts of crystal
embryos for the initial states. In the simulation, the cell was annealed under a constant
temperature of 450 K. Figure 8a shows the phase distribution at the initial moment with a
defined active region. Figure 8b is the phase distribution after annealing for 9000 s, without
considering the embryos generated in the previous quenching process. The retention
process was mainly due to the growth from the outer to inward. This was because when
the embryos produced during cooling were not considered, the embryos’ incubation
periods were longer, and the transient nucleation rate was lower. Figure 8c is the phase
distribution after annealing for 6000 s. The failure process of the device was due to both
the growth of the outer edge crystal and the nucleation of the amorphous region. The
retention failure is accelerated compared with Figure 8b. Figure 8d is the phase distribution
after annealing for 3000 s when an even larger number of embryos was considered. The
nucleation of the amorphous region was dominant, leading to a percolation path with early
failure. In other words, the initial nucleation rate was close to a steady-state rate, and the
device would fail prematurely due to the large number of nuclei in the active region.
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(A, B correspond to a single low-amplitude pulse; C, D correspond to a single high-amplitude pulse; E, F correspond to a
dual-amplitude pulse). (c) The instantaneous temperature profile corresponds to A of low amplitude pulse, and (d) the
temperature profile corresponds to D of the high-amplitude case.
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Figure 8. After RESET, the cell was annealed at a constant temperature of 450 K assuming different
amounts of crystal embryo. (a) Phase distribution at 0 s; (b) phase distribution after annealing
for 9000 s, without considering the initial state of the crystal embryo; (c) phase distribution after
annealing for 6000 s, with considering the crystal embryos produced during quenching; (d) phase
distribution after annealing for 3000 s, with considering more crystal embryos.

The simulation implementation and efficiency were summarized briefly. MATLAB
and COMSOL were used jointly to implement the simulation flow of Figure 1c. While
MATLAB was used for meshing and dynamic nucleation calculation with the in-house code,
COMSOL was used for the solutions of electrothermal formulations. On a workbench with
a CPU (intel(R) Core (TM) i7-4790 @ 3.60 GHz), it took about 7 h to obtain the data point
shown in Figure 2, and about 0.5 h to finish the annealing under a constant temperature,
shown in Figure 6.
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4. Conclusions

A simulation framework was developed to study the operation of PCM cell operations.
The dynamic nucleation process was implemented with the reaction rate theory. An
improved crystallization model was also developed with robustness regarding the choice
of grid size. Together with the electrothermal module, the PCM simulation framework was
used to guide the PCM operations. The incubation period was captured with the developed
method, including descriptions of the embryo distributions. A dual-amplitude pulse
scheme was then analyzed to accelerate the SET process, i.e., using a lower temperature to
induce enough nucleus, and then using a higher temperature to enhance the growth rate.
The different failure mechanisms of the device caused by different embryo distributions
were analyzed, which may explain the early retention failure driven by nucleation.

Author Contributions: Conceptualization, X.L. and L.Z.; methodology, F.D., D.D. and Y.C.; formal
analysis, F.D. and L.Z.; writing—original draft preparation, F.D.; writing—review and editing, L.Z.;
supervision, L.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This work is supported in part by the National Natural Science Foundation of China under
the grant of 62074006, and in part by the Shenzhen Science and Technology Project under the grant of
GXWD20201231165807007-20200827114656001 and KQTD20200820113105004.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Kim, T.; Lee, S. Evolution of Phase-Change Memory for the Storage-Class Memory and Beyond. IEEE Trans. Electron Devices 2020,

67, 1394–1406. [CrossRef]
2. Noé, P.; Vallée, C.; Hippert, F.; Fillot, F.; Raty, J.Y. Phase Change Materials for Non-Volatile Memory devices: From Technological

Challenges to Materials Science Issues. Semicond. Sci. Technol. 2017, 33, 013002. [CrossRef]
3. Zhao, Z.; Hua, S.; Wu, W.; Shen, B.; Zhai, J.; Lai, T.; Song, S.; Song, Z. Improvement of phase change speed and thermal stability in

Ge5Sb95/ZnSb multilayer thin films for phase change memory application. Semicond. Sci. Technol. 2019, 34, 105022. [CrossRef]
4. Loke, D.; Lee, T.H.; Wang, W.J.; Shi, L.P.; Zhao, R.; Yeo, Y.C.; Chong, T.C.; Elliott, S.R.J.S. Breaking the Speed Limits of Phase-

Change Memory. Science 2012, 336, 1566–1569. [CrossRef] [PubMed]
5. Lacaita, A.L.; Ielmini, D. IEEE Reliability issues and scaling projections for phase change non volatile memories. In Proceedings

of the 2007 IEEE International Electron Devices Meeting, Washington, DC, USA, 10–12 December 2007; pp. 157–160.
6. Russo, U.; Ielmini, D.; Lacaita, A.L. Analytical Modeling of Chalcogenide Crystallization for PCM Data-Retention Extrapolation.

IEEE Trans. Electron Devices 2007, 54, 2769–2777. [CrossRef]
7. Shih, Y.H.; Wu, J.Y.; Rajendran, B.; Lee, M.H.; Cheek, R.; Lamorey, M.; Breitwisch, M.; Zhu, Y.; Lai, E.K.; Chen, C.F.; et al.

Mechanisms of retention loss in Ge2Sb2Te5-based phase-change memory. In Proceedings of the 2008 IEEE International Electron
Devices Meeting, San Francisco, CA, USA, 15–17 December 2008; pp. 1–4.

8. Jung, C.M.; Lee, E.S.; Min, K.S.; Kang, S.M. Compact Verilog-A model of phase-change RAM transient behaviors for multi-level
applications. Semicond. Sci. Technol. 2011, 26, 105018. [CrossRef]

9. Chen, X.H.; Ding, F.L.; Huang, X.Q.; Lin, X.N.; Wang, R.S.; Chan, M.S.; Zhang, L.N.; Huang, R. A Robust and Efficient Compact
Model for Phase-Change Memory Circuit Simulations. IEEE Trans. Electron Devices 2021, 68, 4404–4410. [CrossRef]

10. Chen, X.H.; Hu, H.F.; Huang, X.Q.; Cai, W.R.; Liu, M.; Lam, C.; Lin, X.N.; Zhang, L.N.; Chan, M.S. A SPICE Model of Phase
Change Memory for Neuromorphic Circuits. IEEE Access 2020, 8, 95278–95287. [CrossRef]

11. Hu, H.F.; Liu, D.Y.; Chen, X.H.; Dong, D.Q.; Cui, X.L.; Liu, M.; Lin, X.N.; Zhang, L.N.; Chan, M.S. A Compact Phase Change
Memory Model With Dynamic State Variables. IEEE Trans. Electron Devices 2020, 67, 133–139. [CrossRef]

12. Peng, C.; Cheng, L.; Mansuripur, M. Experimental and theoretical investigations of laser-induced crystallization and amorphiza-
tion in phase-change optical recording media. J. Appl. Phys. 1997, 82, 4183–4191. [CrossRef]

13. Song, D.; Liu, X.; Du, G.; Han, R.; Kang, J. Self-consistent simulation of PRAM with comprehensive physical models. In
Proceedings of the 2010 10th IEEE International Conference on Solid-State and Integrated Circuit Technology, Shanghai, China,
1–4 November 2010; pp. 1154–1156.

14. Li, Z.; Jeyasingh, R.G.D.; Lee, J.; Asheghi, M.; Wong, H.S.P.; Goodson, K.E. Electrothermal Modeling and Design Strategies for
Multibit Phase-Change Memory. IEEE Trans. Electron Devices 2012, 59, 3561–3567. [CrossRef]

http://doi.org/10.1109/TED.2020.2964640
http://doi.org/10.1088/1361-6641/aa7c25
http://doi.org/10.1088/1361-6641/ab4098
http://doi.org/10.1126/science.1221561
http://www.ncbi.nlm.nih.gov/pubmed/22723419
http://doi.org/10.1109/TED.2007.904976
http://doi.org/10.1088/0268-1242/26/10/105018
http://doi.org/10.1109/TED.2021.3098656
http://doi.org/10.1109/ACCESS.2020.2995907
http://doi.org/10.1109/TED.2019.2956193
http://doi.org/10.1063/1.366220
http://doi.org/10.1109/TED.2012.2219311


Nanomaterials 2021, 11, 2945 11 of 11

15. Ciocchini, N.; Laudato, M.; Leone, A.; Fantini, P.; Ielmini, D. Universal Thermoelectric Characteristic in Phase Change Memories.
In Proceedings of the 2015 IEEE International Memory Workshop, Monterey, CA, USA, 17–20 May 2015; pp. 185–188.

16. Russo, U.; Ielmini, D.; Redaelli, A.; Lacaita, A.L. Intrinsic Data Retention in Nanoscaled Phase-Change Memories—Part I: Monte
Carlo Model for Crystallization and Percolation. IEEE Trans. Electron Devices 2006, 53, 3032–3039. [CrossRef]

17. Rizzi, M.; Ciocchini, N.; Montefiori, A.; Ferro, M.; Fantini, P.; Lacaita, A.L.; Ielmini, D. Intrinsic retention statistics in phase
change memory (PCM) arrays. In Proceedings of the 2013 IEEE International Electron Devices Meeting, 9–11 December 2013;
pp. 21.27.21–21.27.23.

18. Kwon, Y.; Kang, D.; Lee, K.; Park, Y.; Chung, C. Analysis of Intrinsic Variation of Data Retention in Phase-Change Memory Using
Phase-Field Method. IEEE Electron Device Lett. 2013, 34, 411–413. [CrossRef]

19. Cueto, O.; Sousa, V.; Navarro, G.; Blonkowski, S. Coupling the Phase-Field Method with an electrothermal solver to simulate
phase change mechanisms in PCRAM cells. In Proceedings of the 2015 International Conference on Simulation of Semiconductor
Processes and Devices, 9–11 September 2015; pp. 301–304.

20. Dong, D.; Hu, H.; Liu, D.; Lin, X. A3-D Simulation Model and Study of Priming Effect for Phase Change Memory. In Proceedings
of the 2019 Electron Devices Technology and Manufacturing Conference, Singapore, 12–15 March 2019; pp. 458–460.

21. Liang, J.; Jeyasingh, R.G.D.; Chen, H.; Wong, H.P. An Ultra-Low Reset Current Cross-Point Phase Change Memory With Carbon
Nanotube Electrodes. IEEE Trans. Electron Devices 2012, 59, 1155–1163. [CrossRef]

22. Proft, A.D.; Garbin, D.; Donadio, G.L.; Hody, H.; Witters, T.; Lodewijks, K.; Rottenberg, X.; Goux, L.; Delhougne, R.; Kar, G.S.
Carbon-Based Liner for RESET Current Reduction in Self-Heating Phase-Change Memory Cells. IEEE Trans. Electron Devices 2020,
67, 4228–4233. [CrossRef]

23. Kim, D.H.; Merget, F.; Laurenzis, M.; Bolivar, P.H.; Kurz, H. Electrical percolation characteristics of Ge2Sb2Te5 and Sn doped
Ge2Sb2Te5 thin films during the amorphous to crystalline phase transition. J. Appl. Phys. 2005, 97, 6157. [CrossRef]

24. Thompson, C.V.; Spaepen, F. Approximation of the free-energy change on crystallization. Acta Metall. 1979, 27, 1855–1859.
[CrossRef]

25. Kelton, K.F.; Greer, A.L.; Thompson, C.V. Transient nucleation in condensed systems. J. Chem. Phys. 1983, 79, 6261–6276.
[CrossRef]

26. Kelton, K.F.; Weinberg, M.C. Calculation of macroscopic growth rates from nucleation data. J. Non-Cryst. Solids 1994, 180, 17–24.
[CrossRef]

http://doi.org/10.1109/TED.2006.885527
http://doi.org/10.1109/LED.2013.2242038
http://doi.org/10.1109/TED.2012.2184542
http://doi.org/10.1109/TED.2020.3016625
http://doi.org/10.1063/1.1875742
http://doi.org/10.1016/0001-6160(79)90076-2
http://doi.org/10.1063/1.445731
http://doi.org/10.1016/0022-3093(94)90392-1

	Introduction 
	The Theory and Simulation Algorithm 
	Electrothermal Module 
	Dynamic Nucleation 
	The Algorithm and Improved Crystallization Model 
	Simulation Robustness 
	The Incubation Period 

	Implication on PCM Cell Operations 
	Conclusions 
	References

