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Abstract: The detection of moving objects, animals, or pedestrians, as well as static objects such as
road signs, is one of the fundamental tasks for assisted or self-driving vehicles. This accomplishment
becomes even more difficult in low light conditions such as driving at night or inside road tunnels.
Since the objects found in the driving scene represent a significant collision risk, the aim of this
scientific contribution is to propose an innovative pipeline that allows real time low-light driving
salient objects tracking. Using a combination of the time-transient non-linear cellular networks and
deep architectures with self-attention, the proposed solution will be able to perform a real-time
enhancement of the low-light driving scenario frames. The downstream deep network will learn
from the frames thus improved in terms of brightness in order to identify and segment salient
objects by bounding-box based approach. The proposed algorithm is ongoing to be ported over a
hybrid architecture consisting of a an embedded system with SPC5x Chorus MCU integrated with an
automotive-grade system based on STA1295 MCU core. The performances (accuracy of about 90%
and correlation coefficient of about 0.49) obtained in the experimental validation phase confirmed
the effectiveness of the proposed method.

Keywords: assisted driving; intelligent driving scenario understanding; deep learning; low-light
self-driving; low-light driving saliency detection

1. Introduction

Autonomous Driving (AD) or ADAS, i.e., Advanced Driver Assisting Systems, are
considered very promising technology/based solutions able to cover the safety require-
ments in such very complex automotive scenarios [1,2]. Both for an autonomous vehicle
and assisted driving, it is critical to have a normal-light captured driving video-frames as
most of the classical computer vision algorithms degrade significantly in the absence of
adequate lighting [3].

The lack of sufficient illumination of the driving scene does not allow the semantic
segmentation algorithms to identify and track objects or the deep classifiers to discriminate
one class rather than another due to poor significant pixel-based information and therefore
limited discriminating visual features [3]. Autonomous driving (AD) and driver assistance
(ADAS) systems require high levels of robustness both in performance and fault-tolerance,
often requiring high levels of validation and testing before being placed on the market [4].
The author has already deeply investigated the main issues and critical points of the ADAS
technologies [4–10]. Specifically, in the contributions reported in [4–7] such drowsiness
detection methods based on the analysis of the car driver physiological signals have been
reported. An innovative method named “hyper-filtering” combined with robust computer
vision algorithms has been reported in [8–10] to provide an intelligent assistance to the
car driver.

Therefore, the light-level of the driving scenario could have a significant impact on the
object detection task, even though the recent proposed approaches are not able to address
the main target of autonomous or assisted driving in poor light environment. For these
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reasons, several scientific studies investigated the “perception” in self-driving technology
in a driving scenario with a poor illumination. A very robust perception system includes
a LiDAR based approach with an embedded visual camera [4–10]. As introduced, the
performance of the car’s camera device is significantly affected by the level of light as well as
low contrast, low visibility, and so on. As will be described in the next section, the proposed
pipelines have made some progress in processing low-light driving images even though
there are still several drawbacks such as poor effects on background, light interference, rain,
and snow induced noise, etc. Moreover, the time consumption of traditional approaches
is often too long to get a real-time processing. With the aim of addressing the mentioned
issues, the author has deeply investigated the problem. Specifically, the design of a robust
and effective approach was investigated with aim to improve the discriminating features
of low-illumination visual driving frames with a near real-time processing.

This scientific contribution is organized as follows: the next section “Related works”
includes the analysis of the state-of-the-art in the field of intelligent solutions for low-light
driving scenario enhancement while Section 3 “Materials and Methods” describes in detail
the proposed solution. Finally, the Section 4 includes the outcome of the experimental
assessment of the proposed approach while Section 5 “Discussion and Conclusion” includes
such description of the main advantages of the proposed pipeline with some ideas for the
future development.

2. Related Work

As introduced in the previous section, the aim of the methods reported in scientific
literature suitable to address the problem of driving at low light conditions embeds the
common task to provide an enhancement of driving video frames in times compatible with
automotive constraints.

For this purpose, the traditional image processing approaches used for early image
enhancement were preliminarily used, but the related performances were often limited.
After the emergence of machine and deep learning methods, the researchers exploited
these new algorithmic technologies which included Deep Convolutional Neural Networks
(CNNs), Recurrent Neural Networks, Generative Model Networks, and similar in order to
perform complex and adaptive video/image processing tasks.

More in detail, the flowchart followed by the scientific community was to apply the
most recent deep learning-based techniques of image and video processing to characterize
the frames of low-light driving scenarios. Deep ad-hoc networks have been implemented,
to leverage the capability of the already implementing pre-trained deep architectures. As
introduced in the work, in some cases, some researchers have integrated to the visual
images other data coming from different sensors such as RADAR or LiDAR. Here are some
significant scientific works in relation to the aforementioned techniques.

In [11] an interesting approach has been proposed. The authors proposed an approach
to enhance such type of low-light images through regularized illumination optimization
combined with a pipeline for noise suppression. Based on Retinex theory, the authors
implemented two deep architectures (E-Net and D-Net) for noise level estimation and
noise reduction, respectively. The performance confirmed the effectiveness of the proposed
approach [11].

With specific focus on the artificial light enhancement approaches applied to video
and image processing, an interesting method was proposed by Qu et al., in [12]. They
proposed a deep network based on the usage of a Cycle Generative Adversarial Networks
(CycleGAN) combined with additional discriminators. They tested their solution for
addressing the task of the autonomous robot navigation retrieving very promising results.

In [13] the authors analyzed an interesting framework based on bio-inspired solutions.
The authors analyzed the bio-inspired solutions based on the working-flow of the human
retina. They proposed an event-based neuromorphic vision system suitable to convert
asynchronous driving events into synchronous 2D representation more efficient for object
detection and tracking applications. Ad-hoc light sensitive cells which contain millions
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of photoreceptors combined with deep learning have been proposed in [13] to overcome
the low-light driving issues. The experimental results they retrieved were promising and
deserve further study.

The authors in [14] designed a deep network named FuseMODNet to cover the issue
of low-light driving scenario in AD and ADAS framework. They proposed a robust and
very promising Deep architecture for Moving Object Detection (MOD) under poor light
condition. They obtained in testing session a promising 10.1% relative improvement on
common Dark-KITTI dataset, and a 4.25% improvement on standard KITTI dataset [14].

An interesting approach for addressing the analysis of low-light video frames is based
on the so called Retinex decomposition. [3,15]. More details in the next paragraphs.

In [15] the authors used a so called “Retinex” decomposition-based solution for low-
light image enhancement with joint decomposition and denoising. They have applied
a denoising algorithm through the usage of ad-hoc trained customized U-Net network
applied to a properly composed low-light images dataset. Experimental results based on
LOL dataset confirmed the effectiveness of the pipeline proposed.

In [3] Pham et al. investigated the usage of Retinex theory as effective tool for enhanc-
ing the illumination and detail of images. They collected a Low-Light Drive (LOL-Drive)
dataset and applied a deep retinex neural network, named Drive-Retinex, which was taught
using this dataset. The deep Retinex-Net consists of two subnetworks: Decom-Net (de-
composes a color image into a reflectance map and an illumination map) and Enhance-Net
(enhances the light level in the illumination map). Their experimental sessions confirmed
that the proposed method was able to achieve visually appealing low-light enhancement.

Such authors have investigated the issue of low-light image analysis in automotive
applications. A first solution was proposed by Szankin et al. in [16]. They analyzed the
application of low-power system for road surface classification and pedestrian detection
in challenging environments, including low-light driving. The authors investigated the
impact of such external features (lightning conditions, moisture of the road surface and
ambient temperature) on the system ability to properly detect the pedestrian and road in
the driving scenario. The implemented system was tested on images captured in different
climate zones. The solution they reported in [16] based on the usage of deep network
showed very promising results as the pedestrian detection tests confirmed precision and
recall above 95% in challenging driving scenario. More details in [16].

In [17] another interesting approach based on retinex theory was presented. The
authors of [17] designed an end-to-end intelligent architecture combined with a data-driven
mapping network with layer-specified constraints for single-image low-light enhancement.
A Sparse Gradient Minimization sub-Network (SGM-Net) was implemented to remove the
low-amplitude structures and preserve major edge information. Two sub deep networks
(Enhance-Net and Restore-Net) were configured to predict the enhanced illumination and
reflectance maps, respectively, which helps stretch the contrast of the illumination map
and remove intensive noise in the reflectance map. The so structured pipeline showed very
promising effectiveness which significantly outperforms the state-of-the-art methods.

Although the analyzed methods allow us to obtain excellent results in enhancing
video frames associated with a low-brightness driving scenario, they often fail to find an
optimal trade-off between accuracy, performance, and speed of execution [3,14–17]. The
method herein proposed tries to balance the above items, providing robust and acceptable
performance in a near real-time and sustainable hardware framework. The next section
will introduce and detail the proposed pipeline.

3. Materials and Methods

As introduced, the aim of this proposal is the design of an innovative system that
allows addressing the issue of assisted or autonomous driving in low light driving scenario
conditions. This algorithm must be sustainable for the underlying hardware as well as
guarantee near real-time response times. Preliminarily, the implemented pipeline will
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be introduced and therefore the individual sub-systems will be detailed in the related
sub-sections The proposed pipeline is schematized in Figure 1.
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Figure 1. The schematic overview of the proposed pipeline.

As schematized in Figure 1, the proposed pipeline is composed by three sub-systems:
the first sub-system is the “Pre-processing block”, the second one is the “Cellular Non-
Linear Network Framework”, and finally there is the “Fully Convolutional Non-Local
Network”. Each of the implemented sub-systems will be described in the next sections.

3.1. The Pre-Processing Block

As schematized in Figure 1, the first sub-system of the proposed pipeline is the pre-
processing block. The target of this block is the normalization of the sampled visual frames
that represent the driving scenario. Specifically, the sampled low-light driving frames
coming from the used low-frame-rate camera (60 fps) will be resized (through classic bi-
cubic algorithm) to a size of 256 × 256. Any type of low frame-rate (40–60 fps) camera with
a minimum resolution of 640 × 480 can be used with reference to the proposed method. A
resizing of 256× 256 was chosen as a trade-off between information content of the sampled
driving frames and computational load of the embedded system in which the algorithm
will be carried.

The external automotive-grade camera will be a gray-level device and, in case of color
camera, the gray level image will be extracted from a classic YCbCr conversion. The single
frame Dk(x,y) thus pre-processed will be buffered in the memory area of the micro SPC5x
MCU [8–11] and gradually processed by the Cellular Non-Linear Network Framework as
described in the next paragraph.

3.2. The Cellular Non-Linear Network Framework

As schematized in Figure 1, the normalized pre-processed low-light driving frames
Dk(x,y) will be further processed by the designed Cellular Non-Linear Network Frame-
work. The goal of this block is the artificial increasing of the brightness level of the frames
representative of the driving scenario in order to get a robust object detection or segmenta-
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tion. Specifically, in the designed framework a revision of the classical Cellular Non-Linear
architecture has been proposed, i.e., an architecture which shows a time-transient dynamic.
A brief introduction about the Time-transient Cellular Non-linear Network (TCNN) is
then reported.

The first architecture of the Cellular Neural (or Nonlinear) Network (CNN) was
firstly designed by L.O Chua and L. Yang [18,19]. The CNN backbone is basically a
high-speed local arranged computing array of analog processing units called “cells” [19].
Many applications and extensions of the original CNN architecture have been proposed
in literature [20,21]. The basic unit of the CNNs is the cell. The CNNs dynamic can be
defined through the instructions embedded in the related cloning template configuration
matrices [18,19]. Each cell of the CNN array evolves as dynamical temporal system spatially
arranged into a topological 2D or 3D representation. The CNN cells interact each other
within its neighborhood configured by heuristically mathematical model. Each CNN cell
has an input, a state, and an output variable which is a functional mapping of the state
(usually a simple PieceWise Linear dynamic).

The CNNs architecture can be implemented with analog circuits or by means of
U-VLSI technology performing near real-time analogic processing task. Some dynamic-
stability results of the CNNs can be found in [22]. An updated version of original Chua-
Yang CNN model was introduced by Arena et al. in [22–24] and called “State Controlled
Cellular Neural Network (SC-CNN)” as it directly correlates dynamic state-evolution of
the cell.

However, in the classic CNN paradigm such specific space-time dependency between
state, input and neighborhood can be modelized. Consequently, the CNN can be designed
as a dynamical system of cells (or neurons) defined on a normed space SN (cell grid),
discrete subset of <n (generally n ≤ 3) with ad-hoc metric function d: SN− > N (N: integer
set). Cells are identified by indices defined in a space-set Li. Neighborhood function Nr(k)
of the k-th cell, can be defined as follows:

Nr : Li → Lβ
i (1)

Nr(k) = {l|d(i, j) ≤ r} (2)

where β depends on r (neighborhood radius) and on space geometry of the grid. Cells
are multiple input–single output nonlinear processors. The cell dynamic is defined by
its state, which is generally not observable outside of the cell itself. As an introduc-
tion, the author remarks that every CNNs cell is only connected to other cells within the
defined neighborhood.

The CNNs can have a structure with as single layer or multi-layers having a spatial
arrangement such as a planar array (with rectangular, square, octagonal geometry) or a
k-dimensional array (usually k ≥ 3), generally considered and realized as a stack of k-
dimensional arrays (layers). In the defined spatial structure, the CNN can embeds identical
cells or mixed solutions (as is the case for neurons), with different neighborhood size,
variables, etc.

To summarize what was described: a CNN can be defined as time-continuous—space-
discrete system represented by the contemporary spatio-temporal dynamics of the single
cells whose differential state-model maybe represented as follows:

∂xj
∂t = g

[
xj(t)

]
+ ∑

γ∈Nr(j)
ℵϑj

(
xj

∣∣∣(t−τ,t], yγ

∣∣∣(t−τ,t]; pA
j

)
+ ∑

γ∈Nr(j)
Bϕj

(
xj

∣∣∣(t−τ,t], uγ

∣∣∣(t−τ,t]; pB
j

)
+ ∑

γ∈Nr(j)
Cρj

(
xj

∣∣∣(t−τ,t], xγ

∣∣∣(t−τ,t]; pC
j

)
+Ij(t)
yj(t) = =

(
xj
∣∣
(t−τ,t]

)
(3)



Computation 2021, 9, 117 6 of 17

In Equation (3), xj, yj, uj, Ij denote respectively cell state, output, input, and bias; j and
γ are cell indices; g

[
xj(t)

]
is a local instantaneous feedback function; Nr is neighborhood

function; pA
j , pB

j, pC
j are arrays of custom configurable parameters; notation x|T denotes

the restriction of function x(•) to interval T of its argument; ℵϑj is neighborhood feedback
functional, and in the same way Bϕj is input functional; Cρj is cell-state functional; and =
is output functional.

For the pipeline herein described, a further extension of the CNN was used by using a
new cloning template matrix D(i, j; k, l) as follows:

C
dxij(t,tk)

dt = − 1
Rx

xij
+ ∑

C(k,l)∈Nr(i,j)
A(i, j; k, l)ykl(t, tk)

+ ∑
C(k,l)∈Nr(i,j)

B(i, j; k, l)ukl(t, tk)

+ ∑
C(k,l)∈Nr(i,j)

C(i, j; k, l)xkl(t, tk)

+ ∑
C(k,l)∈Nr(i,j)

D(i, j; k, l)
(
yij(t), ykl(t), tk

)
+ I

(1 ≤ i ≤ M, 1 ≤ j ≤ N)
yij(t) = 1

2
(∣∣xij(t, tk) + 1

∣∣− ∣∣xij(t, tk)− 1
∣∣)

Nr(i, j) = {Cr(k, l); (max(|k− i|, |i− j|) ≤ r, 1 ≤ k ≤ M, 1 ≤ l ≤ N)}

(4)

In Equation (4) the Nr(i,j) represents the neighborhood of each cell C(i,j) with radius
r. The terms xij, ykl, ukl, and I are respectively the state, the output, and the input of the
cell C(i,j), while A(i,j;k,l), B(i,j;k,l), C(i,j;k,l), and D(i,j;k,l) are the cloning templates which, as
described, are able to configure the space-time evolution of the structured CNNs.

As described by the researchers [19–24] through the setup of the cloning templates
(matrix coefficients) as well as the bias I, it is possible to configure the type of processing
provided by the CNNs, i.e., the type of features map according to the specific input data.

In this contribution, the author propose a time-transient CNN (TCNN), i.e., a non-
linear network which dynamically evolves in a short time range, i.e., during the transient
[t,tk]. Normally, CNN evolves up to a defined steady-state [19–22]. The dynamic mathe-
matical model of the TCNN is reported in Equation (4).

Specifically, the input video frames of the TCNN will be the visual 256 × 256 low-light
frames in which therefore each cell will be associated with corresponding pixel (intensity)
of the selected input visual frame Dk(x,y). Basically, both the CNNs cell state xij and input
uij will be bound with the corresponding low-light frame pixel intensity of the 256 × 256
image. Each setup of the cloning templates and bias A(i,j;k,l), B(i,j;k,l), C(i,j;k,l), D(i,j;k,l),
I will allow us to retrieve a specific processing of the input frame in order to provide an
artificial enhancement of the low-light frame.

As introduced in [18–24], there is no analytic method to retrieve the coefficients
of the TCNN cloning templates associated to a specific visual task. There are several
databases [21–24] but each processing task need ad-hoc cloning templates setup. For this
reason, several heuristic-optimization tests have been performed in order to detect the right
cloning templates setup suitable to reach the desired target, i.e., the light enhancement of
such low-light driving frames.

After several testing sessions, the following cloning templates A(i,j;k,l), B(i,j;k,l),
C(i,j;k,l), D(i,j;k,l), and I setup sequentially applied to each of the input pre-processed
video frame Dk(x,y) have been identified as very promising for the purpose of the proposed
approach. Basically, by means of each of the defined cloning templates setup reported in
Equations (5)–(7), the implemented system will be able to improve the light condition of
the original frames progressively. The proposed TCNN configuration is described by the
following set of mathematical setup:
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A = [0.01 0.02 0.02 0.02 0.01 0.02 0.02 0.03 0.02 0.02 0.02 0.03 0.04 0.03 0.02 0.02 0.02 0.03 0.02 0.02 0.01 0.02 0.02 0.02 0.01];
B = [0.01 0.02 0.02 0.02 0.01 0.02 0.02 0.03 0.02 0.02 0.02 0.03 0.04 0.03 0.02 0.02 0.02 0.03 0.02 0.02 0.01 0.02 0.02 0.02 0.01];
C = 0;
D = 0;
I = −1;
Transient Steps (tk) = 5

(5)

A = [1 0 0 1 4 − 1 1 0 0];
B = 0;
C = 0;
D = 0;
I = −1;
Transient Steps (tk) = 7

(6)

A = [1 1 1 1 6 0 1 0 − 1];
B = [0.01 0.02 0.02 0.02 0.01 0.02 0.02 0.03 0.02 0.02 0.02 0.03 0.04 0.03 0.02 0.02 0.02 0.03 0.02 0.02 0.01 0.02 0.02 0.02 0.01];
C = [1 1 1 0 4 0 0 − 1 0];
D = [0.03 0.03 0.03 0.03 0.01 0.01 0.01 0.03 0.03 0.03 0.03 0.01 0.01 0.01 0.01 0.01 0.01 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03];
I = −0.5;
Transient Steps (tk) = 5

(7)

In the following Figure 2 we report such instances of the TCNN enhanced input
low-light driving frames, with a detail of each light-enhancement generated by each of the
TCNN configurations as per Equations (5)–(7).
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Figure 2. An instance of the low-light image enhancement performed by the proposed TCNN.

As shown in Figure 2, the TCNN-based framework is able to significantly improve the
light exposure of the source image representative of the driving scenario. The output image
which is represented by the image processed by the cloning templates setup reported in
Equation (7), represents the frame on which the downstream intelligent segmentation deep
architecture will be applied.

3.3. The Fully Convolutional Non-Local Network

The target of this block is the salient detection and segmentation (though bounding
box approach) of the enhanced input driving video frames. As showed in Figure 1, the
output of the previous TCNN block will be fed as input to this sub-system, i.e., the Fully
Convolutional Non-Local Network (FCNLN). The collected driving scene video frames
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will be trained by ad-hoc designed 3D to 2D Semantic Segmentation Fully Convolutional
Non-Local Network as reported in Figure 1.

Through a semantic encoding/decoding segmentation of the driving context, the
saliency map of the driving scene will be retrieved. This saliency map will be included in
the bounding-box block which reconstruct the segmentation Region of Interest (ROI). The
proposed FCNLN architecture is structured as follows.

The encoder block (3D Enc Net) extracts the space-time features of the sampled driving
frames and it is made up of 5 blocks. The first two blocks include (for each block) two
separable convolution layers with 3 × 3 × 2 kernel filter followed by a batch normalization,
ReLU layer, and a downstream 1 × 2 × 2 max-pooling layer. The remaining three blocks
(for each block) include two separable convolution layers with 3 × 3 × 3 kernel filter
followed by a batch normalization, another convolutional layer with 3 × 3 × 3 kernel,
batch normalization, and ReLU with a downstream 1 × 2 × 2 max-pooling layer. Before
feeding the so processed features to the Decoder side, a Non-Local self attention block is
included in the proposed backbone.

Non-local blocks have been recently introduced [25] as a very promising method for
leveraging space-time long-range dependencies and correlation to provide more robust
features maps [26]. Non-local blocks as self-attention mechanism take inspiration from the
non-local means method, extensively applied in computer vision [25,26]. Self-attention
through non-local blocks aims to embed a strong and robust correlation among feature
maps by ad-hoc properly weighting of those features [25]. In our pipeline, non-local
blocks operate between the 3D encoder and 2D decoder side respectively, with the goal to
extract features in space-time long-range dependencies embedded in the sampled enhanced
driving frames.

The mathematical model of non-local operation is introduced. Given a generic deep
architecture and a general input data x, the employed non-local operation determines
the corresponding response yi (of the given network) at i location in the input data as a
weighted sum of the input data at all positions j 6= i:

yi =
1

ψ(x) ∑
∀j

ζ(xi, xj)β
(

xj
)

(8)

where ζ (·) is a pairwise potential describing the affinity or relationship between data
positions at index i and j respectively. The function β(·) is, instead, a unary potential
modulating ζ according to input data. The sum is then normalized by a factor ψ(x). The
parameters of ζ, β, and ψ potentials are learned during model’s training and defined
as follows:

ζ(xi, xj) = eΘ(xi)
T Φ(xj) (9)

where Θ and Φ are two linear transformations of the input data x with learnable weights
WΘ and WΦ:

Θ(xi) = WΘxi
Φ
(
xj
)
= WΦxj

β
(
xj
)
= Wβxj

(10)

For the β(·) function, a common linear embedding (classical 1 × 1 × 1 convolution)
with learnable weights Wβ is employed. The normalization function ψ is:

ψ(x) = ∑∀j ζ
(
xi, xj

)
(11)

The above mathematical formulation of Non-Local features processing is named
Embedded Gaussian| [20]. The output of Non-Local processing of the encoded features
will be fed in the decoder side of the pipeline.
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The Decoder backbone (2D Dec Net) is structured according to the encoder backbone
for up-sampling/decode the visual self-attention features of the input encoder. The decoder
backbone is composed by five blocks including 2D convolutional layers with 3 × 3 kernel,
batch normalization layers, ReLU. Such residual connections through convolutional block
are added. Ad-hoc up-sampling blocks (with bi-cubic algorithm) has been embedded to
adjust the size of the feature maps. The output of the so designed FCNLN is the feature
saliency map of the sample driving video frame, i.e., the segmented area of the most salient
object. The following Figure 3 shows some instance of the saliency output of the proposed
FCNLN applied to such video reporting the driving scene.

Figure 3. Saliency analysis of the video representing the driving scene.

The bounding-box block will define the bounding area around the saliency map by
means of an enhanced minimum rectangular box criteria (increased by 20% along each
dimension) which is able to enclose the salience area. The following Figure 4 shows an
example of an automatically generated bounding-box (red rectangle):
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Figure 4. Bounding-box segmentation (red rectangular box) of the saliency map.

The proposed FCNLN architecture has been validated on the DHF1K public dataset [27]
retrieving the following performance: Area Under the Curve: 0.899; Similarity: 0.455;
Correlation Coefficient: 0.491; Normalized Scanpath Saliency: 2.772.

More robust deep intelligent architectures can be proposed but they would fail in
the target to have an embedded automotive-grade portable solution over the proposed
hardware (STA1295A Accordo5 and SPC58x Chorus MCU) [8,28,29].

4. Experimental Results

To test the proposed overall system, the same dataset used for similar pipelines has
been used. Specifically, for the Video Saliency Scene Understanding Block, the author
has extracted images from the following dataset: Oxford Robot Car dataset [30] and the
Exclusively Dark (ExDark) Image Dataset [31].

This so composed dataset contains more than 20 million images having an average
resolution greater than 640 × 480. We select 15,000 driving frames of that dataset to
compose the training set. It contains several complex night low-light driving scenes.
Moreover, further testing and validation sessions have been made over several further
driving scenario frames we collected from real driving. The author has split the dataset as
follow: 70% for training as well as 30% for testing and validation of the proposed approach.
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In order to perform a robust validation of the proposed approach, a cross-validation of
the designed pipeline has been performed through k-fold (k = 5) approach. The collected
experimental results will be reported in Tables 1 and 2.

Table 1. Benchmark comparison with similar pipeline without low-light enhancement.

Pipeline Number of Detected Objects Accuracy NSS CC

Ground Truth 12,115 / / /
Yolo V3 7878 0.650 1.552 0.331

FCN DenseNet-201 backbone 8321 0.686 1.654 0.340
Faster-R-CNN ResNet-50 backbone 8050 0.664 1.614 0.338
Mask-R-CNN ResNet-50 backbone 9765 0.806 2.003 0.377

RetinaNet ResNet50 backbone 9991 0.824 2.45 0.441
Faster-CNN MobileNetv3 backbone 7988 0.650 1.542 0.329

Proposed 10,937 0.902 2.654 0.488
Proposed w/o Non-Local Blocks 9.601 0.792 1.998 0.371

Table 2. Benchmark comparison with low-light enhancement.

Pipeline Number of Detected Objects Accuracy NSS CC

Ground Truth 12,115 / / /
Yolo V3 9980 0.823 2.425 0.441

FCN DenseNet201 backbone 9106 0.751 1.857 0.359
Faster-R-CNN ResNet-50 backbone 9230 0.761 1.899 0.362
Mask-R-CNN ResNet-50 backbone 10,115 0.834 2.502 0.461

RetinaNet ResNet50 backbone 10.227 0.844 2.539 0.469
Faster CNN MobileNet v3 backbone 9003 0.743 1.809 0.351

Proposed 10,937 0.902 2.654 0.488
Proposed w/o NLocal Blocks & TCNN 8.587 0.708 1.691 0.350

The cloning templates setup of the TCNN is the one reported in Equations (5)–(7) while
the FCNLN has been trained with a mini-batch gradient descent with Adam optimizer
and initial learning rate of 0.01. The deep model is implemented using Pytorch framework.
Experiments were carried out on a server with Intel Xeon CPUs equipped with a Nvidia
GTX 2080 GPU with 16 Gbyte ad memory video.

The collected experimental benchmark has reported in the following Table 1 and in
which the performance of the whole pipeline is compared with similar deep architecture in
which the input is the low-light image. To validate the performance of the proposed pipeline
in relation to detecting objects in driving scenarios with poor lighting, benchmark tests were
performed against robust architectures known in the scientific community as intelligent
object detectors. Specifically, benchmark tests sessions were performed including solutions
based on YoloV3, DenseNet-201, ResNet-50, Mask-R-CNN, and RetinaNet (backbone
ResNet-50) and Faster-CNN based on MobileNET-v3 as backbone [32]. As performance
indicators, accuracy and the following two indices used by the scientific community to
validate computer vision algorithms were used [32]:

NSS
(
S, GB) = 1

N ∑
i

Si × GB
i

N = ∑i GB
i ; S = S−µ(S)

σ(S)

(12)

where GB
i represents the fixations points on the generated normalized saliency map S

i.e., points in which the Ground Truth map GB is equals to 1 (NSS stands for Normalized
Scanpath Saliency)

CC(S, G) =
cov(S, G)

σS· σG
(13)
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where cov(S,G) represents the covariance of normalized saliency map S and normalized
Ground Truth Map G and related standard deviations (σS, σG). The indicator CC(S,G)
stands for Correlation Coefficient.

As showed in Table 1, the proposed pipeline outperforms the compared deep architec-
ture in terms of accuracy in object detections. In order to validate the scientific contribution
made by TCNN low-light enhancement block, we compared the same architectures as
per Table 1 but with input frames coming from the implemented TCNN with a cloning
templates setup reported in Equations (5)–(7).

From a visual analysis of the data reported in Table 2, a significant increase in the
performance of the comparison pipelines is highlighted, due to the low-light enhancement
block based on TCNN.

A comparison of the results reported in Tables 1 and 2 confirmed the excellent perfor-
mance of the proposed method. Specifically, the analysis of the ablation experiments shows
how the TCNN and self-attention Non-Local blocks significantly improve the performance
of the system both in object detection and in segmentation skills.

The following diagrams show the benchmark comparison of the compared architec-
tures in terms of accuracy both with TCNN based light enhancement and without.

From Figure 5a,b the need to keep the contribution of the TCNN and self-attention
Non-Local blocks is highlighted as their absence significantly degrades the performance
of the architecture as it does not allow to determine discriminating features useful for
providing the deep downstream network with information for perform object detection
and tracking operations. In the automotive field, such drop in performance is not acceptable
in terms of driving safety.

Solutions and backbones have been chosen that are portable in automotive-grade
architectures currently in use in the automotive market as well as the MCUs based on
SPC58X and STA1295 Accordo5 and that are equipped with the relative ASIL-X certifi-
cations. More complex architectures could probably obtain higher performances but are
not easily integrable on automotive platforms and therefore go beyond this work which
focuses on embedded solutions integrable on automotive frameworks [7–11].

As for timing, all the comparing platforms allow us to obtain a near real-time response
compatible with automotive requirements. Specifically, in the preliminary tests we are
performing in such prototype version of the proposed pipeline (running in the embedded
aforementioned MCUs systems) it is possible to obtain the detection, segmentation and
therefore the tracking (in the videos of the driving scenarios) of the objects in a timing
less than one/two second/s with a slight superiority of the Faster R-CNN solution with
a MobileNet v3, although with less accuracy (see Tables 1 and 2). The proposed pipeline
is being ported and optimized in the framework based on SPC5x Chorus MCU which
will host the TCNN processing. The thus obtained light-enhanced frames will then be
processed by the remaining part of the pipeline shown in Figure 1 and which will be hosted
in the STA1295 Accordo5 platform which integrates a 3D graphics accelerator.

The proposed whole pipeline was able to perform better than the others also in terms
of classification and this would seem to be attributable to the action of Non-Local self-
attention blocks as the network without these blocks degrades in performance (Accuracy
90.672% against 82.558%). The following Figures 5–7 report some instances of the enhanced
driving video frames with embedded bounding box of the detected salient objects.
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Figure 5. (a) Benchmark comparison in terms of accuracy without TCNN low-light enhancement
pre-processing; (b) benchmark comparison in terms of accuracy with the proposed TCNN low-light
enhancement pre-processing.
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5. Discussion and Conclusions

The performance of our proposed pipeline to assess the safety risk of low-light driving
scenarios has been confirmed by the experimental results described in the previous section.
Compared with other methods in the literature, the implemented system has significant
improvements that reveal its competitive advantage, such as the fact that there is no need
of complex digital architecture or underlying hardware. The designed method overcomes
the problems of the previous solutions because it uses only the TCNN block for enhancing
low-light driving frames.

As introduced, TCNN can be implemented in U-VLSI analogic devices allowing real-
time high computation and performance and low costs. A Sematic Segmentation Fully
Convolutional Neural Network embedding Non-Local self-attention block is then used
to assess the enhanced driving scene by a robust salient object detection and segmenta-
tion. The effective implemented pipeline is currently partially hosted over an embedded
platform based on the STA1295 Accordo5 Silicon on Chip (SoC) platform produced by
STMicroelectronics with a software environment which includes a distribution of YOCTO
Linux O.S [28].

In order to improve the discriminating visual features and the ability to classify of
the downstream classifier, the author is investigating the use of innovative self-attention
mechanism as reported in scientific literature [33–36] as well the usage of a combined
supervised/unsupervised approach embedding reinforcement learning and such use of
hand-crafted features [20,37].

It is thought for the next evolutions of the proposed pipeline to make stronger the
embedded method of domain adaptation by making use of hybrid deep approaches applied
to stereoscopic input driving frames [38].

6. Patents
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