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Abstract

:

A precise estimation of the bubble size distribution (BSD) is required to understand the fluid dynamics in gas-liquid bubble columns at the “bubble scale,” evaluate the heat and mass transfer rate, and support scale-up approaches. In this paper, we have formulated a population balance model, and we have validated it against a previously published experimental dataset. The experimental dataset consists of BSDs obtained in the “pseudo-homogeneous” flow regime, in a large-diameter and large-scale bubble column. The aim of the population balance model is to predict the BSD in the developed region of the bubble column using as input the BSD at the sparger. The proposed approach has been able to estimate the BSD correctly and is a promising approach for future studies and to estimate bubble size in large-scale gas–liquid bubble columns.
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1. Introduction


Two-phase bubble columns are used to bring one or several gases into contact with a liquid phase; they have found many applications thanks to their many advantages (i.e., the simplicity of construction, the lack of mechanically operated parts, low energy consumption, reasonable prices, and the large contact area between the phases). In addition, a bubble column provides a good experimental system for the study of turbulent phenomena in bubbly flows and is a suitable setup for the development and validation of computational models. Despite the simple layout, bubble columns are characterized by extremely complex fluid dynamic interactions between the phases. Indeed, uncertainties in bubble column design and scale-up arise from the lack of understanding of the phenomena governing the bubble size distributions (BSDs) and, consequently, the overall column fluid dynamics. Moreover, the prevailing BSD determines the interfacial area for the heat and mass transfer at the interface. The BSD at the inlet is determined by the formation of the bubbles at the gas sparger; this size distribution may not be stable, and changes to determine the developed (equilibrium/prevailing) BSD [1]. The prevailing BSD depends on many phenomena, for example, the balance between the coalescence and breakup rates, the pressure change, the phase change, and mass transfer. It is generally accepted that the prevailing BSD is related mainly to the coalescence and breakup phenomena; thus, based on the precise knowledge of these phenomena, the prevailing BSD can be determined a-priori. In particular, a population balance model (PBM) can be used to provide a statistical formulation to describe the behavior of the dispersed phase [2,3,4]. Finally, based on the determined BSD, the whole column fluid dynamics can be predicted (for example, by a lift force approach). Unfortunately, because of the unsatisfactory understanding of the underlying mechanisms governing breakup and coalescence, no broadly applicable model is available. In this paper, we contribute to the existing discussion concerning suitable closures for breakup and coalescence; in particular, we present a PBM approach by combining and modifying the literature models, and we validate it against a previously published experimental dataset. The experimental dataset consists of BSDs obtained in the “pseudo-homogeneous” flow regime and in a large-diameter and large-scale bubble column. The aim of this model is to compute the BSD in the developed region of the column, using as input the BSD at the sparger.




2. The Experimental Dataset


The experimental facility is a non-pressurized vertical pipe made of Plexiglas® with dc = 0.24 m and Hc = 5.3 m (Figure 1). A pressure reducer controls the pressure upstream from the rotameters (1) and (2), used to measure the gas flow rate (accuracy ± 2% full scale., E5-2600/h, manufactured by ASA, Italy).



The gas distributor is a spider-sparger distributor with hole diameters of do = 2–4 mm. The spider sparger has six arms made of 0.12 m diameter stainless steel tubes soldered to the center cylinder of the sparger. The sparger has been installed with the six holes located on the side of each arm facing upward. The reader should refer to our other paper [1] for photography of the experimental setup as well as the sparger design. The diameter of the column, its height, and the sparger openings have been chosen considering the well-known scale-up criteria reported in the literature: generally, a diameter greater than dc > 0.15 m, an aspect ratio (the ratio between the liquid free level and the column diameter) larger than 5, and sparger openings larger than do > 1 mm guarantee results that could be used for scaling up, accordingly with the widely accepted scale-up criteria of Wilkinson et al. [5]. Following the “Wilkinson scale-up criteria,” we suppose that our experimental results can be representative of “industrial-scale” bubble column reactors. It is worth noting that the column diameter (dc = 0.24 m) makes this facility a large-diameter pipe, considering the dimensionless diameter (see, for example, reference [6]). The experimental facility was used in our previous studies to pursue three lines of research. First, experimental methods to estimate the bubble size distributions and shapes were proposed and tested. Second, the influence of the counter-current operation mode and the presence of internals on the bubble column fluid dynamics was studied. Third, the influence of the liquid phase properties was investigated and, in particular, we studied the effect of (i) viscous solutions and (ii) active compounds. In particular, two kinds of surface-active compounds were studied: (i) organic and (ii) inorganic substances. The reader should refer to our previous paper for further details [1]. In particular, the dataset used in the present paper has already been described in a previous paper [1], where we applied a variety of experimental techniques to investigate the air–water bubble column hydrodynamics: (i) gas holdup, (ii) gas disengagement, (iii) image analysis, and (iv) optical probe measurements. The gas holdup measurements were used to investigate the flow regime transition from the homogeneous towards the transition flow regimes. The gas disengagement measurements were used to further investigate the flow regime transition and study the structure of the gas holdup curve. The image analysis was used to study the bubble size distributions and shapes near the sparger and in the developed region of the column for different gas and liquid velocities (in the “pseudo-homogeneous” flow regime). The optical probe was used to acquire radial profiles of the local properties (i.e., local void fraction and bubble rise velocity) to study the flow properties and further investigate the flow regime transition. The reader should refer to our previous study [1] for all the details concerning the experimental data. In this paper, we have used the previously-published dataset (BSDs obtained at 1.9 m above the gas sparger) to set up and validate a PBM approach; in particular, five cases with different gas superficial velocities have been investigated in the batch mode: (i) UG = 0.0037 m/s, (ii) UG = 0.0074 m/s, (iii) UG = 0.0111 m/s, (iv) UG = 0.0149 m/s, and (v) UG = 0.0188 m/s. The abovementioned gas superficial velocities cover the “pseudo-homogeneous” flow regime, up to the flow regime transition.




3. Materials and Methods


In this section, the modeling approach and the numerical details are described, commented on, and justified based on the previous literature.



3.1. Governing Equations


A population balance model can be described by a transport equation (describing the particles entering/leaving a prescribed control volume), which is derived based on the Boltzmann statistical transport equation. In particular, the bubble number density transport equation is often referred to as the population balance equation [7]:


∂∂tn(x→,Vb,t)+∂∂z[n(x→,Vb,t)ub(x→,Vb)]+∂∂Vb[n(x→,Vb,t)∂∂tVb(x→,Vb)]=S(x→,Vb,t)



(1)







In Equation (1), n(x→,Vb,t) is the bubble number density distribution function, which is assumed to be continuous and specifies the probable number density of bubbles at a given time t, in the spatial range d(x→) about a position x→, with bubble volume between Vb and Vb + d(Vb); ub is the local velocity of bubble volumes between Vb and Vb + d(Vb) at time t; S(x→,Vb,t) is a source term, which reads as follows:


S(x→,Vb,t)=Sc+Sb+Sph+Sp+Sm+Sr



(2)







In Equation (2), Sc, Sb, Sph, Sp, Sm, and Sr are the bubble source/sink terms due to coalescence, breakup, phase change, pressure change, mass transfer, and reaction, respectively. In particular, the source term related to coalescence, Sc, and the source term related to breakup, Sb, read as follows:


Sc=12∫0vΓ(Vb−Vb′,Vb′)f(x→,Vb−Vb′,t)f(x→,Vb′,t)dVb′−f(x→,Vb,t)∫0∞Γ(Vb,Vb′)f(x→,Vb′,t)dVb



(3)






Sb=∫v∞m(Vb′)Ω(Vb′)P(Vb,Vb′)f(x→,Vb′,t)dVb′−Ω(Vb)f(x→,Vb,t)



(4)







In Equation (3), the first term is the birthrate of bubbles of volume Vb due to coalescence of bubbles of volume Vb − Vb′ and Vb′; the second term is the death rate of bubbles of volume Vb due to coalescence with other bubbles; Γ(Vb, Vb′) is the coalescence rate between bubbles of volume Vb and Vb′. Conversely, in Equation (4), the first term is the birthrate of bubbles of volume Vb due to the breakup of bubbles having a volumn larger than Vb; the second term is the death rate of bubbles of volume Vb due to breakup; Ω(Vb) is the breakup rate of bubbles of volume Vb, m(Vb′) is the mean number of daughter bubbles produced by the breakup of a parent bubble of volume Vb′, and P(Vb, Vb′) is the probability density function of daughter bubbles produced upon the breakup of a parent bubble with volume Vb′.



Neglecting the interfacial mass transfer, the reaction contribution, the phase variations, and the changes due to the pressure gradients, the coalescence and breakup rates are the only phenomena occurring. In addition, under the assumption of a steady-state, from Equation (4) follows Equation (5):


ub,i∂ni∂z=Si(x→,Vb)=Sc+Sb



(5)







Equation (5) can be written in terms of the bubble diameter:


ub,i∂ni∂z=Si(x→,deq)=Sc+Sb



(6)







Sc and Sb are computed by modeling the bubble breakup and coalescence rates.



In the following Sections, the coalescence rate, Γc, and the breakup rate, Ωb, closures are presented and detailed. These closures were chosen to provide a PBM model as simple as possible. Additional closures may be easily implemented for further developments.




3.2. Coalescence Rate Modeling


The coalescence rate is modeled by using a phenomenological model based on the film drainage theory. The model is based on the model of Shimizu et al. [8], which is a modified version of the approach proposed by Prince and Blanch [9]. The coalescence rate Γc,ij between bubble i and j is described as the product of the “collision frequency”, ϑij, and the “coalescence efficiency”, λij:


Γc,ij(deq,i,deq,j)=λij(deq,i,deq,j)ϑij(deq,i,deq,j)



(7)




where deq,i and deq,j refer to the diameter of the i-th and j-th bubble, respectively.



3.2.1. Collision Frequency


We suppose that the collision frequency ϑij is constituted by three physical phenomena:

	
turbulent fluctuations, ϑijT (turbulent fluctuations collision frequency);



	
buoyancy, ϑijB (buoyancy collision frequency);



	
laminar shear, ϑijL (laminar shear collision frequency).








We assume that the contributions of the three mechanisms are cumulative; therefore, the overall “collision frequency” reads as:


ϑij=ϑijT+ϑijB+ϑijL



(8)







A. Turbulent Fluctuations



The turbulent fluctuations collision frequency is written as a function of the bubble density number, velocity, and size [10]:


ϑijT=ninjAjj(ub,T,i+ub,T,j)1/2



(9)




where Aij is the collision cross-sectional area of the bubbles, defined as follows [9]:


Ajj=π4(rb,i+rb,j)2



(10)




where rb,i and rb,j are the radii of the bubbles. ni and nj are the bubble density numbers:


ni=εGrc2Hc16deq,i3xi



(11)




where Hc and rc are the column height and radius, respectively; xi is the bubble density number; εG is the gas holdup. Then, εG can be computed, for example, by the correlation of Hughmark [11]:


εG=12+(0.35UG)(ρLσ72)1/3



(12)







In Equation (9), the bubble velocities (ub,T,i and ub,T,j) are computed as a function of the energy dissipation rate, ε, and the bubble equivalent diameter [12]:


ut,i=1.4ε1/3deq,i1/3



(13)







The energy dissipation rate, ε, is computed as follows [13]:


ε=UGg



(14)




where g is the gravitational acceleration.



B. Buoyancy



Bubbles with different sizes have different rise velocities and, thus, collisions may occur. The buoyancy collision frequency is given by [14]:


ϑijB=ninjAjj(ub,B,i+ur,B,j)



(15)







The bubble rise velocities (ub,B,i and ub,B,j) are evaluated as a function of the bubble sizes and the physical properties of the system [15]:


ub,B,i=[2.14σρLdeq,i+0.505gdeq,i]1/2



(16)







C. Laminar Shear



At low UG, the bubbles can be considered uniformly distributed in the cross-sectional area of the column. When UG increases, they tend to move toward the center of the column causing an annular region of downward liquid flow. Collisions between bubbles located in regions characterized by different liquid velocities may occur. The laminar shear collision frequency is given by [14]:


ϑijS=ninj43(deq,i2+deq,j2)(dUb,Sdr)



(17)







The last term indicates the bubble shear stress rate [8] and reads as follows:


(dUb,Sdr)≈0.787(gdcUG)1/3dc2



(18)




where dc is the diameter of the bubble column.




3.2.2. Collision Efficiency


The collision between two bubbles can result either in coalescence or bouncing. Hence, in addition to the collision frequency, one has to consider the “coalescence efficiency”, named λij. λij is a function of the contact time between the bubbles (τij) and the time needed by the liquid film to dry out (tij, drainage-time) and, accordingly with [16], reads as follows:


λij=exp(−tijτij)



(19)







The drainage time, tij, between bubbles i and j is estimated as follows:


tij=[(dC,ij/2)3ρL16σ]ln(h0hf)



(20)




where dC,ij is the equivalent radius for the bubble coalescence, equal to [17]:


dC,ij=(2deq,i+2deq,j)−1



(21)




where hb,0 and hb,t are the initial thickness and the final thickness of the liquid film at which rupture and coalescence occur. In air–water systems, they are approximately hb,0 = 1 × 10−4 m [18] and hb,t = 1 × 10−8 m [19]. The drainage time, τij, between bubbles i and j is estimated as follows [20]:


τij=(dij/2)2/3ε1/3



(22)









3.3. Breakup Rate Modeling


In the proposed approach, despite that the coalescence model was modeled following the approach initially proposed by Prince and Blanch [9], the breakup rate was modeled differently from the approach of Prince and Blanch [9].



3.3.1. Modeling Approaches


One of the most common breakup models is the one proposed by Prince and Blanch [9]. In this model, the interactions between bubbles and eddies are modeled using an analogy with the molecular gas collisions in an ideal gas. Hence, the breakup rate is computed by multiplying the collision frequency with breakup efficiency. The breakup efficiency is the probability that turbulent eddies have enough energy to break up a bubble. The collision frequency is defined as the volume swept in unit time by the approaching bubble and turbulent eddy; it is computed as the product of the cross-sectional area, the relative bubble-eddy velocity and the density number of the eddies. This last parameter is the weakest point of the model since it requires some assumptions and the model performance depends highly on its value. Prince and Blanch [9] expressed the number of eddies as a function of wave number using the equation proposed by Azbel and Athanasios [21], which reads as follows:


dne(kb)dkb=0.1kb2



(23)




where ne(k) is the number of eddies of wave number k:


kb=2/deq



(24)







Equation (24) provides an infinite number of eddies as the wave number k goes to infinity (i.e., for very small-sized eddies, Equation (25)). For this reason, Prince and Blanch [9] stated that this expression should not be integrated over the eddies that lie in the viscous dissipation range. They argued that the eddies with a characteristic size smaller than the 0.2 deq are unlikely to contribute significantly to the overall breakup rate. Indeed, such small eddies have only 0.5% of the kinetic energy associated with an eddy, having a size equivalent to the bubble one. Lasheras et al. [22] stated that this model is very sensitive to both the upper and lower limit of integration and that they both must always be specified (Prince and Blanch [9] did not define the lower limit of integration of Equation (25)). For this reason, due to the uncertainties in the evaluation of the limits of integration, we implemented the breakup source term as the phenomenological model of Martinez et al. [23]. In particular, in this approach, the breakup rate is computed as a function of the breakup frequency only:


Sb,i=Ω(deq,i)



(25)







In this approach, the breakup rate is modeled taking into account the turbulent fluctuations of the carrier phase. This model is based on a one-way coupling between the two phases: the motion of bubbles does not affect the velocity field of the carrier phase. This is, of course, a main drawback of the present paper as the motion of the liquid is caused by the moving of bubbles due to buoyancy, mainly through the drag force between the two phases. Also, the bubble-induced turbulence contributed much to the liquid turbulence. This assumption is valid for small void fractions (low UG). Furthermore, it is assumed that the bubble sizes are in the inertial subrange, meaning that there is an equilibrium between the energy transferred from the larger turbulent eddies toward the smallest dissipative eddies.




3.3.2. Breakup Frequency Modeling


The model relies on deformation energy that is provided by the turbulent stresses of the carrier phase. This energy stretches and deforms the bubble and opposes the surface restoring pressure. The minimum energy to deform a bubble, ES, with a diameter deq depends on the superficial tension σ [23]:


ES(deq)=πσdeq2



(26)







Hence, the surface restoring pressure reads as [23]:


τS(deq)=6ESπdeq3=6σdeq



(27)







The average deformation force per unit surface caused by the turbulent stresses between two points separated a distance deq is computed as follows [23]:


τt(deq)=12ρΔu2______(deq)



(28)







The condition τs = τt identifies a critical bubble diameter above which bubbles break up. On the other hand, a bubble with smaller deq than the critical value has enough surface energy to overcome the deformation energy and will break up. According to Kolmogorov’s theory of isotropic turbulence, the mean value of the velocity fluctuations between two points separated a distance deq is estimated by [23]:


Δu____(deq)=|u(x+deq,t)−u(x,t)|2_______________________________=β(εdeq)2/3



(29)







The bubble maximum stable diameter is computed by equaling the surface energy to the deformation energy between two points separated by a distance equal to dmin [23]:


12ρβε2/3dmin2/3=6σdeq



(30)







Hence, dmin reads as follows:


dmin=(12σβρdeq)3/2



(31)







A larger difference between the restoring and the deformation pressures would break up the bubble at a certain time. On the other hand, the breakup frequency must tend to a zero limit when these two pressures are equal. Therefore, following the proposal of Martinez et al. [23], the bubble breakup frequency is estimated as follows:


Ω(deq,i)=KΔu2____(deq)−12σρdeqdeq=   =Kβ(εdeq)2/3−12σρdeqdeq



(32)




where ε is computed using Equation (15), β is a constant equal to 8.2 [24], and K is a constant equal to 0.25 in the model of Martinez et al. [23] (obtained by using experimental data). In this paper, K is implemented as a function of UG (determined as the best fit of the model results and the experimental data):


K=0.85−18.92UG UG in [m/s]



(33)







Indeed, K is related to the boundary conditions used. The original model of Martinez et al. [23] was proposed with uniform BSDs at the inlet. Contrarily, we used the BSDs sampled at the sparger. We observed that the original value K = 0.25 proposed by Martinez et al. [23] is suitable only for uniform BSDs at the inlet. The reader may refer to the sensitivity analysis proposed in Section 4 for a discussion concerning this issue.




3.3.3. Distribution Function of the Daughter Bubble Size


We suppose that the breakup of a bubble generates two equally sized daughter bubbles. Indeed, despite in the literature different approaches being proposed, an agreement is not yet reached (see, for example [25]). Therefore, we decided to implement a simple approach that may be easily improved in future works.





3.4. Boundary Conditions and Validation Data


The model requires as boundary condition a BSD “at the inlet,” which is provided by the bubble sampling at the sparger level; the whole sampling in the sparger region and not only the nucleating bubbles are considered. The output of the model is the developed BSD, which is compared with the results obtained from the “CLD to BSD conversion algorithm” presented, described, and commented on in [26].





4. Sensitivity Analyses on Boundary Conditions and Model Closures


4.1. Model Validation


The results of the numerical model are displayed in Figure 2, Figure 3, Figure 4, Figure 5 and Figure 6 for the different gas superficial velocities, UG. In Figure 2, Figure 3, Figure 4, Figure 5 and Figure 6, the labels on the x-axis correspond to the mean value of deq in every class. The predicted BSDs are unimodal with a peak of frequency within the class deq = (2; 3] mm and are, generally, in agreement with the experimental data. It is worth noting that for every UG, the model underestimates the relative frequency of the smallest bubble class (0; 1] mm and overestimates one of the classes (2; 3] mm. At UG = 0.0188 m/s, the shape of the BSD progressively changes (i.e., see the difference between Figure 2 and Figure 6), which is in agreement with the onset of the flow regime transition. In our point of view, the decrease in the Sauter mean diameter from 0.0037 m/s to 0.0111 m/s and its subsequent rise is caused by a change in the prevailing local fluid dynamic phenomena. Possibly, two prevailing mechanisms, determining BSD equilibrium, exist and this behavior is king of a blending between them. Ongoing measurements of BSDs at different axial and radial positions and local liquid velocity profiles aim to clarify this statement. Generally, the BSDs obtained from the model are in good agreement with the experimental BSDs. In addition, the results for the Sauter mean diameter are summarized in Table 1 and show good agreement between the model results and the experimental data. In conclusion, the proposed PBM approach is able to predict bubble size distributions in the bubble column, in the “pseudo-homogeneous” flow regime (which is typical of industrial applications). The model seems to provide reasonable results in terms of bubble size distributions and Sauter mean diameter; therefore, the approach can be applied to estimate the interfacial area for the heat and mass transfer at the interface. In addition, this model may be used to perform sensitivity analyses on operating conditions (i.e., temperature and pressure) for scaling-up purposes. Finally, the proposed approach may be used to predict the flow regime transition, especially if coupled with a lift-force approach. It is worth noting that the mathematical formulation of the model is quite simple and may be easily improved.




4.2. Sensitivity Analyses on Boundary Conditions and Model Closures


It is interesting to perform sensitivity analyses on the inlet BSD and the constant K (see Equation (33)). When using a uniform BSD as an inlet, the results for the complete range of gas velocities are displayed in Figure 7, Figure 8, Figure 9, Figure 10 and Figure 11. As expected, the model is influenced by the inlet BSD: different initial conditions led to different results. Nevertheless, acceptable results can still be obtained: the proposed model can be used with a uniform inlet BSD as a preliminary tool to support the design of a bubble column. When using the experimental BSD at the sparger along with the original constant proposed by Martinez et al. [23] (K = 0.25), the model is not able to predict the experimental (developed) BSD (Figure 12). The reason is that K determines the breakup frequency and, thus, erroneous modeling determines a different equilibrium point between the coalescence rate and breakup. In Figure 12, for example, the breakup rate is too small to counter-balance the coalescence rate: this issue is the main drawback of the applicability of the present model for performing a scaling-up procedure, as the fitted expression for K is different for different gas distributors and/or different column configurations. Thus, future work should focus on an improved validation of the proposed approach under relevant operating conditions. Possibly, a fitted multi-dimensional map of K-values may be applied in future work. Finally, when using a uniform inlet BSD and the original value of the constant, the model is able to provide first-attempt results, as displayed in Figure 13, Figure 14, Figure 15, Figure 16 and Figure 17. The agreement is lower compared with the modified constant but still acceptable considering the complex gas–liquid flows within the range of gas velocities considered. This result was expected because the model of Martinez et al. [23] was derived for uniform inlet BSD.





5. Conclusions


In this paper, we have contributed to the existing discussion concerning suitable closures for breakup and coalescence in two-phase bubble columns. We have described, formulated, and validated a population balance model to predict the BSDs in the developed region of the bubble column. In particular, we have presented a PBM approach by combining and modifying literature models, and we have validated it against a previously published experimental dataset. The proposed approach is able to correctly estimate BSDs and Sauter mean diameter in the “pseudo-homogeneous” flow regime (which is typical of industrial applications) and can be used, in future studies, to estimate BSDs under relevant operating conditions (high temperature and pressure). It is worth noting that the proposed approach may be improved as follows. Additional coalescence mechanisms may be implemented and the coalescence efficiency formulation may be extended to also consider the mobility of the interfaces. Similarly, the breakup model may be extended to take into account more interactions. In addition, the daughter bubble distribution may be improved to take into account statistical distributions. Finally, these closures may be further extended to predict the BSDs for the other working fluids. Finally, the present model may be coupled with a formulation for the bubble force to predict the local void fraction profiles. In this way, the proposed approach could be extended to predict the whole bubble column fluid dynamics.
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Figure 1. The experimental setup. 
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Figure 2. Comparison between the population balance model (PBM) results and experimental data: UG = 0.0037 m/s. 
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Figure 3. Comparison between PBM results and experimental data: UG = 0.0074 m/s. 
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Figure 4. Comparison between PBM results and experimental data: UG = 0.0111 m/s. 
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Figure 5. Comparison between PBM results and experimental data: UG = 0.0149 m/s. 
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Figure 6. Comparison between PBM results and experimental data: UG = 0.0188 m/s. 
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Figure 7. Comparison between PBM and experimental data: uniform bubble size distribution (BSD) at the inlet: UG = 0.0037 m/s. 
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Figure 8. Comparison between PBM and experimental data: uniform BSD at the inlet: UG = 0.0074 m/s. 
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Figure 9. Comparison between PBM and experimental data: uniform BSD at the inlet: UG = 0.0111 m/s. 
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Figure 10. Comparison between PBM and experimental data: uniform BSD at the inlet: UG = 0.0149 m/s. 
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Figure 11. Comparison between PBM and experimental data: uniform BSD at the inlet: UG = 0.0188 m/s. 
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Figure 12. Comparison between PBM and experimental data: Martinez constant and real BSD at the inlet: UG = 0.0033 m/s. 
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Figure 13. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0037 m/s. 






Figure 13. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0037 m/s.



[image: Computation 07 00017 g013]







[image: Computation 07 00017 g014 550]





Figure 14. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0074 m/s. 
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Figure 15. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0111 m/s. 
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Figure 16. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0149 m/s. 
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Figure 17. Comparison between PBM results and experimental data: Martinez constant and uniform BSD at the inlet: UG = 0.0188 m/s. 
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Table 1. Comparison between the population balance model (PBM) results and experimental data: Sauter mean diameter, d23.
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	UG [m/s]
	0.0037
	0.0074
	0.0111
	0.0149
	0.0188
	0.0037



	d23 [mm]—Experimental
	5.44
	5.51
	4.87
	4.5
	4.87
	5.44



	d23 [mm]—Model
	5.17
	5.87
	5.81
	4.74
	4.56
	5.17
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