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Abstract: In semi-supervised label propagation (LP), the data manifold is approximated by a graph,
which is considered as a similarity metric. Graph estimation is a crucial task, as it affects the
further processes applied on the graph (e.g., LP, classification). As our knowledge of data is limited,
a single approximation cannot easily find the appropriate graph, so in line with this, multiple
graphs are constructed. Recently, multi-metric fusion techniques have been used to construct more
accurate graphs which better represent the data manifold and, hence, improve the performance of LP.
However, most of these algorithms disregard use of the information of label space in the LP process.
In this article, we propose a new multi-metric graph-fusion method, based on the Flexible Manifold
Embedding algorithm. Our proposed method represents a unified framework that merges two
phases: graph fusion and LP. Based on one available view, different simple graphs were efficiently
generated and used as input to our proposed fusion approach. Moreover, our method incorporated
the label space information as a new form of graph, namely the Correlation Graph, with other
similarity graphs. Furthermore, it updated the correlation graph to find a better representation of the
data manifold. Our experimental results on four face datasets in face recognition demonstrated the
superiority of the proposed method compared to other state-of-the-art algorithms.

Keywords: manifold learning; graph construction; multi-metric fusion; face recognition

1. Introduction

In machine learning problems, representing the manifold of the data is a key point, and it is
a cornerstone in many semi-supervised learning methods. One of the most useful tools for representing
an intrinsic structure of the data is the use of a graph [1]. In addition, the graph can encode pairwise
similarities between the samples. Since the goal is to find an appropriate similarity metric for the data
space, it is hard to define a fixed and single similarity metric. Multi-metric fusion refers to a type of
fusion that combines different metrics [2–5]. Using different similarity metrics and considering their
connection can improve and robustify the performance of learning tasks [2,4,5].

In semi-supervised learning, graphs can be used in many tasks, such as classification [6,7],
clustering [8–10], dimension reduction [11,12], and label propagation (LP) [13,14], to mention a few.
In a semi-supervised learning context, very often data comprise two subsets of labeled and unlabeled
samples. One main task of semi-supervised learning is graph-based LP. This aims to propagate the
label of labeled data to unlabeled ones over the graph [15]. LP has different applications in community
detection [16], image segmentation [17], clustering [18], and classification [19] tasks. Although most of
the algorithms use one single graph as an input of the LP algorithms, such as the Zhou method [20],
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flexible manifold embedding (FME) [21], local and global consistency (LGC) [22], and Gaussian fields
and harmonic function (GFHF) [23], exploiting various similarity graphs can enhance the performance
of LP process (graph-fusion methods) [15,24–28], thereby creating multiple similarity graphs where
each contains complementary information of data and fusing them together can lead to a better
representation of data.

The manifestation of the Internet and technology caused the growth of data in multiple forms
as video, image, audio, text, etc. [29,30]. The key is how to integrate them to benefit complementary
information from each view. Therefore, graph fusion methods have been proposed as one of the
approaches to fuse different views. While different algorithms for graph fusion have been designed
in three levels of graph integration (early integration [31], late integration [15], and intermediate
integration [24–28,32,33]), a common solution is to construct different graphs based on multiple
views called intermediate integration and then fuse the graphs either linearly via dynamic graph
fusion LP (DGFLP) [25], sparse multiple graph integration (SMGI) [24], multi-view LGC [32],
and deep graph fusion [33]), or nonlinearly with similarity network fusion (SNF) [27], nonlinear
graph fusion (NGF) [26], and multi-modality dynamic LP (MDLP) for semi-supervised multi-class
multi-label [28]. Furthermore, some methods attempt to learn different metrics based on different
feature descriptors [2–5], whereas, in some cases, the variation of multi-view leads to misalignment
in feature descriptors [34]. So, determining the discriminant and reliable feature descriptor is a key
point [35]. To solve this problem, some algorithms build different types of similarity graphs based on
an available view [24] and merge them to be used in the LP process.

Constructing an appropriate single similarity graph that represents the exact manifold of data is
not a trivial task. Some research provides different similarity graphs by adopting different parameters
in the graph construction scheme. Moreover, this approach depends on the parameters of the similarity
graph and the way they are adjusted.

The data space, which is known as the feature space is the main source of information about the
data samples. Although, label space has some information that can be integrated with the data space,
which makes the graph construction more robust to noises and outliers [31], very few works have used
this information in the fusion process [25,28,31]. The joint use of the label space and feature space can
boost the performance of LP [25,28,31].

The contributions of this paper are as follows: We proposed a new multi-metric algorithm that
integrates graph fusion and LP in a unified framework. With respect to this, we extended the FME
LP method to fuse multiple similarity graphs based on a single feature descriptor of data. Since the
relevance of all graphs was equal, the proposed method did not seek to weigh the individual metrics.
In addition, to further improve the performance, we integrated the information in the label space
with the feature space. Exploiting the label space was achieved by constructing a graph based on the
correlation between the label vectors (both available and predicted ones).

The rest of the paper is outlined as the follows: Section 2 briefly explains multi-metric method,
and Section 3 describes the proposed method in detail. Our experimental results are reported in
Section 4, and Section 5 provides the discussion and conclusion.

2. An Overview on Multi-Metric Fusion

A metric or distance function refers to a function that explains a distance between pair-wise
samples. A similarity metric defines a similarity function that measures how two samples are similar
or related. Depending on the adopted feature descriptor, a metric can well discriminate between the
samples, however, finding an individual proper metric is difficult. Multi-metric methods proposed
exploiting different metrics corresponding to different views of data [5]. Moreover, even a simple
metric like k-Nearest Neighbors (k-NN) graph has parameters (e.g., number of neighbors) to tune
where correct tuning of the parameters can have an important effect on the results.

Recently proposed methods in semi-supervised learning fused several graphs in order to
maximize inter-class scattering and minimize the variation of intra-class [36]. This strategy also
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achieves the complementary information from each view and enhances the performance of the
classification [24,25,28].

In Reference [24], the authors proposed an SMGI algorithm that integrates a set of k-NN graphs
with different values of K (neighborhood parameter) linearly with some noisy graphs. This method
is adopted for a semi-supervised learning task. They assigned unequal weight to each graph and
sparsely selected the relevant graphs from the noisy ones. They only used one type of similarity graph
with different parameters and do not employ label space in its fusion approach.

In Reference [28], the authors proposed an MDLP algorithm which utilized multiple views (each
sample has multiple descriptors) in semi-supervised learning. A feature descriptor was associated
with each view. Two types of k-NN graphs were then constructed from each descriptor. A local k-NN
graph which considered the similarity of each sample to its local neighbors and the global k-NN graph
focused on the similarity of each sample to all other samples. In the fusion process, the information of
label space integrated with these two graphs.

In Reference [25] the authors proposed a DGFLP method that fused the information of data and
label spaces together. The algorithm allocates dynamic unequal weights to each constructed graph,
while uses a fixed weight for the information of the label space.

Another semi-supervised multi-graph fusion is presented in [32]. It extended the LGC [22] method
to the multi-view case (MLGC). They constructed one graph for each adopted feature descriptor and
then combined them linearly with equal weights. This approach used only one type of similarity
metric and, furthermore, it ignored employing label space information in its fusion process.

In our previous work [33], we concentrated on the multi-view fusion scenario, where the goal
was to merge different available information of data samples. A graph was constructed based on each
feature and then they were merged by summing them linearly to obtain the final graph.

3. Proposed Method

Consider that we have a dataset X = [x1, x2, . . . , xN] that contains N samples whose dimension
is equal to d. Suppose we have C classes index by c = 1, 2, . . . , C, then Y ∈ RN×C is the initial
binary label matrix, where y(i,c) represents the probability value of sample ith belonging to the class c.
In semi-supervised learning, few data samples have labels, but the majority of them have no labels.
The objective is to predict the labels of unlabeled data via a graph which propagates the labels of
labeled data to their nearby unlabeled data. The output of LP is the prediction label matrix (F).

A graph is a data structure with three components G = (V,E,W). V denotes the nodes of the graph,
E represents the edges on the graph, and W ∈ RN×N is the similarity matrix. The similarity value
between the two nodes i and j, is given by the entry w(i,j) of the similarity matrix. Since we do not have
precise prior knowledge about the appropriate similarity graph, we choose a strategy that combines
several different graphs.

As an example, consider the k-NN graph construction technique, a graph construction method
that makes an edge and connects each sample to its K nearest neighbors. The weight of each edge can
be computed by different algorithms and the most common one is called the Gaussian kernel [15,37,38]
function as:

wij = exp (
−‖xi − xj‖2

2σ2 ) (1)

where, xi and xj represents the node i and j, respectively, and σ is the width of the Gaussian kernel.
The value of σ can be defined either manually or adaptively [39]. The rows of the affinity matrix are
then normalized to have sum equals to one adopting the Equation (2). Finally, the matrix is made
symmetric using Equation (3).

wij =
wij

∑N
j=1 wij

(2)

W =
1
2
(W + WT) (3)
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Let L denote the graph Laplacian matrix, which is obtained by L = D −W. D is a degree matrix, where
D(i, i) = ∑N

j=1 w(i, j) represents its diagonal elements. Table 1 shows all the notations that were used
in the paper.

Table 1. List of mathematical notations.

Notation Description

N Number of samples
M Number of metrics

X = [x1, x2, . . . , xN] Data matrix
C Number of classes
d Sample dimension
Y Initial binary label matrix
F Prediction label matrix
W Similarity matrix
L Laplacian matrix
L̂ Fusion Laplacian matrix
Q Projection matrix
b Bias vector
t Iteration number

3.1. Review of Flexible Manifold Embedding (FME)

FME [21] is an LP framework that was proposed in 2010. This method can be used in both
semi-supervised and unsupervised learning settings. The objective function of FME is given by:

argminF,Q,b

{
Trace

(
FTLF

)
+ Trace(F− Y)TU(F− Y) + µ

(
‖Q‖2 + γ‖XTQ + 1bT − F‖

2)}
, (4)

where L, F, and Y are the Laplacian matrix, the prediction label matrix, and the initial label matrix,
respectively. U is the diagonal matrix such that the diagonal elements for labeled nodes are 1 and for
unlabeled nodes are 0. In unsupervised learning, as there is no predefined label, the second term is
eliminated by setting all elements of U to 0. µ and γ are the trade-off parameters. X is the training data
matrix, Q is the projection matrix that maps feature space to label space, b is the bias vector, and 1 is
a vector that each element of it is one. The projection matrix Q ∈ Rd×C and the bias vector b ∈ RC×1

are used for estimating the labels of unseen data.
In Equation (4), the first term of the cost function represents the smoothness assumption and the

second term is the prediction error for the labeled data. The last term is the error of the projection from
the data space into the label space. The outputs of the algorithm are the prediction label matrix (F),
the projection matrix (Q), and the bias vector (b). This method uses a projection matrix to map data
space to label space through a linear regression function. Optimal F, Q, and b can be obtained using
the closed-form solution as (see Reference [21] for more details):

F = (U + L + µγ(B− I)T(B− I) + µATA)
−1

UY
B = HcXTA + ( 1

n )11T

Hc = I− ( 1
n )11T

A = γ(γXHcXT + I)
−1

XHc

(5)

Q = AF (6)

b =
1
n
(FT1−WTX1), (7)

where n is the total number of samples.
Regarding this method, we extended it to multi-metric fusion algorithm, which integrates multiple

graphs and incorporates the label space into the fusion process.
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3.2. Multi Similarity Metric Fusion

According to our available view, we build M different similarity graphs (denoted as Wi for the
ith metric) based on M different metrics. Corresponding to each graph, we have a Laplacian matrix
(i.e., Li). With respect to [15,28], we suppose that the manifold structure of data is attained by a linear
integration of multiple graphs as ∑M

i=1 Wi. Similar to this idea in our proposed method, we extended
the smooth manifold term of FME as:

∑M
i=1 Trace(FTLiF). (8)

If we consider Ldata = ∑M
i=1 Li, then we have:

Trace(FT(∑M
i=1 Li)F) := Trace(FTLdataF), (9)

where, Ldata is the Laplacian fusion of the graphs constructed based on different metrics. By replacing
this equation in the first term of the FME algorithm, our cost function is obtained as:

argminF,Q,b

{
Trace

(
FTLdataF

)
+ Trace(F− Y)TU(F− Y) + µ

(
‖Q‖2 + γ‖XTQ + 1bT − F‖2)}

, (10)

where the first term fuses M metrics from an available feature descriptor. The last two terms are the
same as the last two terms in the FME algorithm.

3.3. Incorporating Label Space Information

A feature descriptor, which is known as the data space, extracts information of data. The works
of Reference [25,28,31] demonstrate that there is some hidden information in the label space which
is ignored. As the similarity of two vectors can be described by the correlation of them, so by
calculating the correlation of predicted labels, we can define a new similarity measure in the label
space. The concept of it is that if two samples have a slight similarity in the data space, it is possible
that they have a strong similarity in the label space. Here, the label space can affect the similarity
between them.

The main key is how to merge the label space with the data space. We proposed a new similarity
metric based on label space. In fact, we considered the label space as a new view of the data that could
be described by a new similarity metric. The nodes of the graph were the samples and the weight
of each edge was computed by the Pearson correlation measure, as shown in Equation (11). For two
samples, xi and xj with the label vectors fi and fj, the similarity between them was calculated as:

correlation(fi, fj) :=
∑c

q=1 (fqi − fi)(fqj − fj)√
∑c

q=1 (fqi − fi)
2
√

∑c
q=1 (fqj − fj)

2
, (11)

where, fi and fj were the average of vectors fi and fj.
Afterward, we omitted negative values obtained by correlation measure and for each sample,

the K highest similar samples were chosen as its K neighbors. We called this new similarity metric the
correlation graph. To incorporate the label space graph with the data space graph, we linearly added it
to the graphs obtained by other metrics with equal weights as:

L̂ := Ldata + LCorr, (12)

where LCorr is the Laplacian of the correlation graph. Since the predicted labels changed in each
iteration, the correlation graph changed, too. After each iteration of LP, the obtained L̂ would be used
(instead of Ldata) in the cost function of the proposed multi-view FME of Equation (10).
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The framework of our proposed method is depicted in Figure 1. From the available views,
M graphs were constructed. Also, a correlation graph was created based on the initial label matrix
Y. Then, all the graphs became integrated by a linear fusion with equal weights and were fed to
FME LP method. The FME algorithm estimated the label matrix F, Q projection matrix, and the b
bias vector. In the next iteration of fusion, the correlation graph updated based on the correlation
of predicted matrix F. This process was repeated through a given number of iterations. In the last
iteration, the projection matrix and the bias vector could be used for estimating the labels of unseen
data, which were not available at first.
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Figure 1. The framework of the proposed method. The available view of data is demonstrated in green
color. Different graphs are created according to available data. The brown-colored graph is built on the
view of the label space. All the graphs are fused. The resulted graph is given to the flexible manifold
embedding (FME) algorithm. In the final iteration, the projection matrix and bias vector are used for
predicting the labels of the unseen data.

We summarize the procedure of our proposed method in Algorithm 1. Moreover, Figure 2 shows
the flowchart of the proposed method.

Algorithm 1. The proposed method.

Input: Feature from one view X;
Initial label matrix Y = [Y1, Yu];
Parameters µ and γ.
Output: Predicted label matrix F, projection matrix Q, and bias vector b.

1. Construct M different graphs from the available view.
2. Compute the Laplacian matrices of the graphs.
3. Initialize the soft label matrix F = Y.
4. for t = 1: Max iteration.
5. Generate the correlation graph based on F by Equation (11).
6. Fuse the M + 1 Laplacian graph to obtain L̂ adopting Equation (12).
7. Feed L̂ to FME and calculate a new soft label matrix F.
8. Reinitialize the part of F matrix corresponding to the labeled samples.
9. end for.
10. To calculate the labels of unseen samples, use the projection matrix Q and the bias vector b to predict the
labels of them.
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4. Experimental Results

4.1. Experimental Setup

We evaluated the proposed method using four real-world face datasets, PF01 [40], Extended Yale
(http://vision.ucsd.edu/~{}leekc/ExtYaleDatabase/ExtYaleB.html), PIE (http://www.ri.cmu.edu/
projects/project_418.html), and the subsets of FERET [41], and compared the performance results with
other recently proposed graph fusion methods. The details of each dataset are reported in Table 2.
The experiments were conducted on a PC equipped with an i5-4300U 1.9 GHz 2.5 GHz CPU and 8 GB
of RAM.

Table 2. Statistics of datasets used in experiments.

Dataset Size # of Classes Features Dimension

PF01 1819 107
VGG Face-FC7 4096
VGG Face-FC6 4096

LBP 900

Extended_Yale 1774 28
VGG Face-FC7 4096
VGG Face-FC6 4096

LBP 900

PIE 1926 68
VGG Face-FC7 4096
VGG Face-FC6 4096

LBP 900

FERET 1400 200
VGG Face-FC7 4096
VGG Face-FC6 4096

LBP 900

We extracted three features from the face images. Two Deep features are extracted from the
pre-trained VGG Face model [42] and Local Binary Pattern (LBP) image [43] was the handcrafted
feature. For deep features, we used two fully-connected layers of VGG Face model, namely FC6 and
FC7. For the handcrafted feature, we applied LBP on the image, and the output was reshaped to form
a single vector.

http://vision.ucsd.edu/~{}leekc/ExtYaleDatabase/ExtYaleB.html
http://www.ri.cmu.edu/projects/project_418.html
http://www.ri.cmu.edu/projects/project_418.html
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In the graph construction step, we adopted two graphs, the K-nearest neighbor graph and the
adaptive k-NN graph, both with the Gaussian kernel to weight the edges. To keep the k-NN graphs
as sparse as possible, we set the number of neighbors K = 3. For the k-NN graph, the sigma of
the Gaussian kernel was empirically set to σ = 0.05, and for the adaptive one, it would be selected
automatically, according to:

σ =
1
N

N

∑
i=1

dis(xi, xiK) (13)

where xiK is the Kth closest node to sample xi, and dis(xi, xj) is the Euclidian distance between nodes
xi and xj. For FME parameters, we selected µ = 103 and γ = 10−3. Since our method was an iterative
process, we empirically set Algorithm 1’s number of iterations to 10. We stress the fact that we did
not optimize any of the aforementioned parameters because their optimum values depended on
the datasets.

In Section 4.2, we assessed the effect of using multiple similarity graphs into the FME framework,
and in Section 4.3, we compared the proposed method with other state-of-art graph fusion algorithms.
In Section 4.4, we demonstrated the CPU-time of our proposed method with other methods.

4.2. Comparison with Individual Graphs

In this section, the performance of our multi-metric fusion method was compared with that of
individual graphs using the same FME method. The average accuracy over 10 random combinations
of labeled and unlabeled data was reported in Table 3. Since we assumed that the whole dataset
was available at first and no unseen samples exist, we only used the transductive part of the FME
algorithm, i.e., the classification adopted the predicted label matrix F. In this experiment, for each
dataset, we considered two cases: one labeled sample per class and two labeled samples per class.

Table 3. Mean accuracy and standard deviation of label propagation (LP) for the individual feature
and the proposed method. K-NN = k-Nearest Neighbor.

Dataset
# Labeled
Samples Feature

Accuracy (Mean ± STD )

k-NN graph Adaptive k-NN Graph Proposed Method

PF01

1
FC7 89.63 ± 7.97 89.07 ± 8.39 92.42 ± 2.86
FC6 90.85 ± 7.16 89.54 ± 8.99 93.99 ± 0.85
LBP 51.79 ± 11.64 49.16 ± 11.54 56.19 ± 8.97

2
FC7 94.16 ± 1.09 93.94 ± 1 94.36 ± 1.19
FC6 94.74 ± 1.04 94.22 ± 1.11 94.75 ± 0.98
LBP 63.77 ± 6.82 61.08 ± 6.98 65.47 ± 5.86

Extended_Yale

1
FC7 40.33 ± 20.86 40.33 ± 20.94 43.5 ± 19.34
FC6 44.67 ± 22.76 44.32 ± 22.9 50.38 ± 19.27
LBP 91.32 ± 5.17 91.69 ± 5.66 94.25 ± 1.52

2
FC7 54.24 ± 22 54.13 ± 21.99 55.35 ± 21.68
FC6 57.01 ± 22.99 56.81 ± 23.06 58.68 ± 21.77
LBP 96.01 ± 2.3 96.17 ± 2.07 96.73 ± 1.93

PIE

1
FC7 77.36 ± 9.82 77.17 ± 9.79 79.04 ± 8.21
FC6 76.52 ± 11.43 75.73 ± 11.7 79.77 ± 8.81
LBP 45 ± 7.71 44.56 ± 7.16 46.79 ± 7.36

2
FC7 87.57 ± 6.41 87.14 ± 6.46 88.35 ± 5.5
FC6 86.24 ± 7.19 85.6 ± 7.26 87.21 ± 5.9
LBP 60.82 ± 6.15 59.22 ± 6.26 61.64 ± 5.99

FERET

1
FC7 98.65 ± 0.13 98.63 ± 0.13 98.83 ± 0.08
FC6 98.83 ± 0.14 98.87 ± 0.12 99.03 ± 0.13
LBP 8.41 ± 6.32 7.8 ± 5.88 8.62 ± 6.24

2
FC7 98.96 ± 0.27 98.97 ± 0.29 98.99 ± 0.3
FC6 99.05 ± 0.31 99.1 ± 0.25 99.13 ± 0.26
LBP 15.67 ± 7.26 14.26 ± 6.65 16.04 ± 6.76
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The results depicted in Table 3 showed that integrating two similarity graphs from data space and
the correlation graph of label space (our proposed method) improved the performance of the basic FME
algorithm when used with one individual graph. As the number of samples in the FERET dataset was
small and the number of classes was large, thereby, the accuracy of opting one/two sample/samples
per class was already high, so our proposed method had a slight effect on it. Whenever our labeled
data increased, the accuracy slowly altered since no more information augmented to the data. We can
observe this situation in the columns corresponding to two labeled samples.

To illustrate the influence of our fusion method, we opted 17 samples from the first 8 classes
of PF01 face database. In the feature extraction step, we fed the images into the VGG Face deep
network and extracted the information in layer 6, which was a fully connected layer (we called it
FC6). One sample in each class was selected as the labeled data and the rest as unlabeled data. The
data were placed close to each other, such that the samples of each class were alongside each other.
Figure 3a,b exhibit the similarity between only the unlabeled samples based on the FC6 descriptor
obtained by Adaptive k-NN graph and k-NN graph, respectively, both with K = 6. Before the LP, the
similarity values of unlabeled data are zeros, so the similarity graph of the unlabeled part was plotted
with the blue color that presents the 0 value on Figure 3c. After LP by FME, we used the labels of
unlabeled samples to find the similarity between the nodes, Figure 3d is the correlation graph between
the labels after 10 iterations of LP. Figure 3e shows the fusion graph associated with three graphs. As
we observed, the fusion graph can amplify the strong similarity values and weaken the slight similarity
values. Furthermore, we observed that the edge weight of inter-class nodes had high values (red
colors), whereas the intra-class nodes had very small values (blue color), which is desirable behavior.
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4.3. Comparison with Other Methods

In this part, we compared our proposed method with four state-of-the-art methods, named
MLGC [32], MDLP [28], DGFLP [25], and SMGI [24]. To have a fair comparison, we used the same
graphs as before for all methods. According to Reference [24], the parameters of SMGI were tuned
as the maximum number of iteration to 100, λ1 = 0.01, λ2 = 0.1, and stopping condition was 1e−4.
For the other algorithms, the optimum parameter was set to those which provide the highest accuracy
on the FERET dataset. For MLGC, the optimal number of iterations was set to 20 from the range of
Reference [1,25] and λ = 0.1 from the set of [0.01,0.1,0.5,1], and for DGFLP the number of optimal
iterations was set to 20 from the range of Reference [1,25]. Finally, for MDLP, we set the parameters
as K = 10, α = 0.3, λ = 1 among the set of K = [6,10,15,20], α, λ = [0.01,0.1,0.5,1] and the number of
iterations set to six from the Reference [1,20].

Similar to the previous experiment, we set the number of labeled samples per class to one and two.
The obtained results based on VGG Face-FC7 and VGG Face-FC6 descriptors were reported in Table 4
and for LBP feature descriptor in Table 5. With respect to the results of Tables 4 and 5, we observed
that the proposed method outperformed other fusion techniques adopting either deep or handcrafted
features. Compared to the algorithms that use the correlation between the labels (i.e., DGFLP and
MDLP), the proposed method obtained higher accuracy, which showed that the explicit use of the
correlation information as a graph could improve the performance. Moreover, we observed that
DGFLP algorithm had higher accuracy compared to MDLP. While both used the correlation graph,
the former adopted unequal weights for the fusion of the graphs. As we mentioned, our method
omitted the small and negative values that were obtained from the correlation of labels in order to
remove the noisy values. Furthermore, it built a graph based on the correlation between the labels
hence, its performance outperformed other methods.
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Table 4. Mean accuracy and standard deviation of the accuracy of the proposed method compared
with other methods based on VGG Face-FC7 and VGG Face-FC6 features. DGFLP = dynamic graph
fusion label propagation; SMGI = sparse multiple graph integration; MLGC = multi-view local and
global consistency; MDLP = multi-modality dynamic label propagation.

Dataset Method
Accuracy (Mean ± STD)

FC7 FC6

PF01
1 labeled sample

SMGI 80.33 ± 13.01 78.12 ± 15.87
MLGC 80.01 ± 12.84 77.83 ± 15.69
DGFLP 80.54 ± 13.3 78.14 ± 15.72
MDLP 76.29 ± 17.07 74.71 ± 19.12

Proposed method 92.42 ± 2.86 93.99 ± 0.85

PF01
2 labeled samples

SMGI 88.12 ± 2.4 87.31 ± 3.35
MLGC 87.79 ± 2.39 87.07 ± 3.39
DGFLP 88.33 ± 2.72 87.4 ± 3.59
MDLP 85.55 ± 1.82 85.42 ± 2.81

Proposed method 94.36 ± 1.19 94.75 ± 0.98

Extended_Yale
1 labeled sample

SMGI 37.62 ± 19.08 39.28 ± 18.94
MLGC 37.11 ± 17.93 39.56 ± 17.98
DGFLP 37.93 ± 19.14 39.8 ± 19.21
MDLP 29.21 ± 19.55 31.24 ± 20.2

Proposed method 43.5 ± 19.34 50.38 ± 19.27

Extended_Yale
2 labeled samples

SMGI 48.87 ± 18.32 51.48 ± 18.64
MLGC 47.72 ± 17.68 50.87 ± 18.12
DGFLP 49.57 ± 18.61 51.96 ± 19.02
MDLP 42.6 ± 18.56 45.57 ± 19.01

Proposed method 55.35 ± 21.68 58.68 ± 21.77

PIE
1 labeled sample

SMGI 67.71 ± 9.07 63.03 ± 12.48
MLGC 66.46 ± 8.72 62.12 ± 12.62
DGFLP 68.96 ± 9.17 63.59 ± 12.22
MDLP 63.01 ± 10.54 60.04 ± 12.83

Proposed method 79.04 ± 8.21 79.77 ± 8.81

PIE
2 labeled samples

SMGI 77.65 ± 6.26 74.57 ± 7
MLGC 76.16 ± 6.24 73.47 ± 6.95
DGFLP 79.06 ± 6.65 75.54 ± 7.46
MDLP 73.39 ± 6.71 70.11 ± 7.95

Proposed method 88.35 ± 5.5 87.21 ± 5.9

FERET
1 labeled sample

SMGI 98.38 ± 0.25 98.56 ± 0.24
MLGC 98.25 ± 0.3 98.52 ± 0.31
DGFLP 98.43 ± 0.13 98.55 ± 0.13
MDLP 96.32 ± 0.72 97.12 ± 0.4

Proposed method 98.83 ± 0.08 99.03 ± 0.13

FERET
2 labeled samples

SMGI 98.71 ± 0.29 98.9 ± 0.32
MLGC 98.49 ± 0.39 98.82 ± 0.31
DGFLP 98.65 ± 0.43 98.8 ± 0.37
MDLP 97.01 ± 0.49 97.5 ± 0.86

Proposed method 98.99 ± 0.3 99.13 ± 0.26
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Table 5. Mean accuracy and standard deviation of the proposed method compared with other methods
on LBP feature descriptor.

Accuracy (Mean ± STD)

SMGI MLGC DGFLP MDLP Proposed Method

PF01
47.66 ± 10.94 46.55 ± 11.37 47.82 ± 11.1 17.47 ± 11.25 56.19 ± 8.971 labeled sample

PF01
56.77 ± 7.16 55.83 ± 7.82 56.9 ± 7.23 13.7 ± 10.58 65.47 ± 5.862 labeled samples

Extended_Yale
73.48 ± 10.52 58.29 ± 11 80.77 ± 9.98 12.34 ± 20.31 94.25 ± 1.521 labeled sample

Extended_Yale
80.05 ± 4.79 65.18 ± 6.87 86.73 ± 5.21 7.01 ± 11.61 96.73 ± 1.932 labeled samples

PIE
36 ± 5.9 34 ± 5.51 36.09 ± 5.58 16.28 ± 5.12 46.79 ± 7.361 labeled sample

PIE
49.84 ± 7.85 48.06 ± 7.72 50.65 ± 7.63 30.4 ± 9.86 61.64 ± 5.992 labeled samples

Moreover, we compared the confusion matrix of our proposed method with DGFLP method.
For this test, we used the Extended Yale dataset which had 28 classes with LBP features and selected
1 sample in each class as the labeled data and the rest as the unlabeled data. In Figure 4, the horizontal
axis demonstrates the target labels and the vertical axis shows the predicted labels. The warm color
represents the high accuracy value and the cool color represents the low value of accuracy. Figure 4a
is the confusion matrix of DGFLP method, and Figure 4b is the confusion matrix of our proposed
method. As we observed, the confusion matrix of our proposed method was more uniform compared
to that of DGFLP and had similar performance across different classes.Computation 2019, 7, x FOR PEER REVIEW 13 of 16 
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Figure 4. Confusion matrix of our proposed method and DGFLP method on the Extended Yale dataset
on LBP features, where (a) is the confusion matrix of DGFLP method and (b) is the confusion matrix of
our proposed method.

4.4. CPU-Time and Computational Complexity

We also measured the running time of our method and that of other methods and plotted it in
Figure 5. It is depicted from the average of 10 CPU elapsed time on PIE dataset based on the VGG
Face-FC6 descriptor. The vertical axis demonstrates the time of CPU in seconds, and the horizontal
axis shows the name of each method. As we can see, our method with 45.23 s had the greatest CPU
time rather than other methods, but due to our accuracy results reported in Table 4, this computational
time worth to be tolerated.

Moreover, since the computational complexity of FME is O(N3), the computational complexity of
the proposed method will be O(T·N3) where T is the number of the adopted iterations.
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5. Discussion and Conclusions

In this paper, we created multiple similarity metrics based on one feature descriptor and then
fused the similarity graphs with equal weights to apply in the LP framework. We also used a new
graph construction named correlation graph, based on the label space. In fact, we extended the FME
algorithm into the multi-metric fusion method, to fuse multiple graphs based on the available feature
and combining with the graph of the label space, to improve the accuracy of label propagation task.
The experimental results on four face datasets showed that our multi-metric fusion method increased
the accuracy compared to the use of a single feature. Indeed, we used the train part of the FME
algorithm that assumed all the data were available at first. In the results, our method outperformed
than other rival multi-graph fusion methods.

As a future work, we will try to assign unequal weight to each graph due to the available
information of each one. Moreover, we envision the use of more than one view of data and
the extraction of multiple feature descriptors to benefit multi-view information in graph fusion.
Furthermore, the use of inductive setting of FME algorithm to estimate the labels of unseen data
can be adopted to extend the proposed method to large scale databases. As we mentioned before,
label propagation has different applications in community detection [16], image segmentation [17],
and clustering [18], and classification [19] tasks. Therefore, in our future works, we will focus on
applying the proposed method in the aforementioned applications. Moreover, since the proposed
scenario of extracting information from the labels and creating a correlation graph is not limited
to a specific label propagation method, any label propagation algorithm can benefit from the
proposed scenario.
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