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Abstract: Endogenous retroviruses (ERVs) are a class of transposable elements found in all 

vertebrate genomes that contribute substantially to genomic functional and structural 
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diversity. A host species acquires an ERV when an exogenous retrovirus infects a germ cell 

of an individual and becomes part of the genome inherited by viable progeny. ERVs that 

colonized ancestral lineages are fixed in contemporary species. However, in some extant 

species, ERV colonization is ongoing, which results in variation in ERV frequency in the 

population. To study the consequences of ERV colonization of a host genome, methods are 

needed to assign each ERV to a location in a species’ genome and determine which 

individuals have acquired each ERV by descent. Because well annotated reference genomes 

are not widely available for all species, de novo clustering approaches provide an alternative 

to reference mapping that are insensitive to differences between query and reference and that 

are amenable to mobile element studies in both model and non-model organisms. However, 

there is substantial uncertainty in both identifying ERV genomic position and assigning each 

unique ERV integration site to individuals in a population. We present an analysis suitable 

for detecting ERV integration sites in species without the need for a reference genome. Our 

approach is based on improved de novo clustering methods and statistical models that take 

the uncertainty of assignment into account and yield a probability matrix of shared ERV 

integration sites among individuals. We demonstrate that polymorphic integrations of a 

recently identified endogenous retrovirus in deer reflect contemporary relationships among 

individuals and populations. 

Keywords: endogenous retrovirus; insertional polymorphism; mixture models; de novo 

clustering; mule deer; population history 

 

1. Introduction 

Transposable elements (TEs) comprise a significant proportion of all eukaryotic species’ genomes 

examined to date [1–3]. There are several classes of TE, including endogenous retroviruses (ERVs) and 

long interspersed nuclear elements (LINES), which replicate via an RNA intermediate. New acquisitions 

or mobilization of existing elements can result in variation in their number and genome location among 

species [4]. ERVs in particular can have profound impacts on host genome evolution and on host 

phenotype by altering host gene expression and by inducing structural variation in the host genome. 

Although many ERVs no longer have the ability to replicate, they continue to contribute to host gene 

regulation [5–8]. Further, their presence in the genome provides evidence of colonization events at 

specific points along the ancestral lineage leading to a contemporary species [9]. 

ERVs are derived from infectious retroviruses, which are well adapted to utilize host transcription 

and splicing machinery in a tissue-specific fashion. In humans, only the human ERV-K family 

(HERV-K) has retained the ability to mobilize in the genome. This leads to insertional polymorphism in 

the population, a situation in which some individuals have the HERV-K at a specific location in the 

genome while the site, called a preintegration site, in others is intact [10]. Each ERV is inherited by 

descent, thereby recording the ancestral lineage of the individuals in which it resides. However, because 

ERVs have the potential to impact genome structure and gene expression, they are not necessarily 

neutral markers. The presence of an ERV at a specific genome location in some individuals but not 



Computation 2014, 2 223 
 

 

others provides the potential to confer phenotypic variation among individuals within or between 

populations. As genomes become available for more members of the tree of life, it is clear that an array 

of extant species have insertionally polymorphic ERVs due to either ongoing colonization or active 

retrotransposition [10–13]. To advance understanding of the role of ERVs on the evolution of their  

host species and on contemporary phenotypes, comprehensive approaches are needed to identify the 

population of ERVs in the genomes of model and non-model organisms. 

We recently described an endogenous retrovirus (CrERV) that is a new Gammaretrovirus  

member [12] and has been colonizing its mule deer host (Odocoileus hemionus) since this species 

evolved from a common ancestor with white tailed deer (Odocoileus virginianus) about 1 million years 

ago [14,15]. As a result, there is extensive insertional polymorphism among individuals within  

and between populations. Some CrERVs are transcriptionally active in mule deer [12]. Under  

normal physiological conditions, it is presumed that most ERVs are transcriptionally silenced by the  

host [9,16] and that failure to do so is associated with disease [17–21]. It is, therefore, extraordinary to 

have an outbred population in which transcriptionally active ERVs and insertional polymorphism are  

the norm. 

ERVs that have recently mobilized in or colonized a species are essentially identical and present 

challenges for accurate placement during genome assembly [22]. Even in the human genome, an 

expanding family of HERV-K, which resides in centromeric regions, was not identified until  

recently [23]. Methods that specifically detect host-virus junction fragments can be used to investigate 

ERV-host coevolution in any species. In the absence of a reference genome, de novo clustering of these 

fragments can be used to group the virus integration site derived from homologous host genome 

segments of different individuals [24]. However, with any method, there is uncertainty in assigning the 

status of an ERV in a host, caused in part by repetitive sequences present at the site of integration in the 

host and by the error rate of each sequencing platform. In particular, evidence that an individual carries a 

specific ERV is dependent on read count data; misinterpretation of these data leads to both false 

positives and false negatives. 

The goals of this research were to develop a de novo approach to identify polymorphic integrations of 

ERVs and to account for uncertainty in ERV assignment to an individual. We apply a de novo clustering 

method to identify host-virus junction fragments without the use of a reference genome and develop a 

mixture model to estimate the uncertainty in ERV status. The resulting data are a matrix of probabilities 

for each ERV in each individual in the sampled populations. We demonstrate one application of these data to 

investigate the relatedness of Oregon blacktail deer (Odocoileus hemionus columbianus) and mule deer 

(Odocoileus hemionus hemionus) from both Oregon and Montana. The approach we present is 

applicable to any type of transposable element from model or non-model organisms and allows 

downstream analyses to be based on probabilities instead of a presence-absence status based on arbitrary 

thresholds of element read counts. 

2. Experimental Section 

2.1. Fluorescent In Situ Hybridization (FISH) 

To generate the FISH probe, a full length CrERV sequence was amplified from mule deer  

genomic DNA by polymerase chain reaction (PCR) using primers: 5'-TCCCTTCCCCTATACCTGCT 
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and 5'-CCAACCCTCTCTTTGGGTTT, and then subcloned into a pSC-A-amp/kan plasmid (Stratagene, 

La Jolla, CA, USA). The probe was directly labeled by nick translation with ChromaTide Alexa Fluor 

594-5-dUTP (Invitrogen, Carlsbad, CA, USA) according to manufacturer’s protocol. Metaphase spreads 

were prepared and FISH performed as previously described [25,26]. DNA FISH slides were analyzed on 

Nikon TE2000-U microscope (Nikon Instruments Inc., Melville, NJ, USA) with a 60× objective and 

captured with Roper Scientific CCD camera (Roper Scientific, Trenton, NJ, USA) and NIS element 

software (Nikon Instruments Inc., Melville, NJ, USA). 

2.2. Animal Samples 

Animal tissues were collected at hunter check stations by state officials in Montana [MT] and  

Oregon [OR] from hunter killed animals and are exempt from IACUC review. The samples were 

obtained and processed as described [12]. The geographic location of these samples is indicated in 

Section 3.6. All animals were identified by morphology as belonging to mule deer (Odocoileus 

hemionus hemionus) or blacktail deer (Odocoileus hemionus columbianus). 

2.3. Junction Fragment Analysis 

The next generation sequencing libraries of CrERV integration sites were prepared by adapting 

previous methods for mobile element junction fragment analyses [27–30]. Briefly, the mule deer 

genomic DNA was digested with dsDNA fragmentase (New England Biolabs, Ipswich, MA, USA) to 

generate fragments in the 250–1000 bp range and purified with AMPure beads (Beckman Coulter, Brea, 

CA, USA). The resulting fragments were end-repaired and modified to create 3'A overhangs. DNA 

linkers were annealed and ligated to the end-repaired genomic DNA fragments. The linkers were 

designed with features that prevent linker-to-linker amplification of DNA fragments lacking the target 

retrovirus sequences. The sequences of the linker top strand is: 5'-GTGGCGGCCAGTATTCGTAGGA 

GGGCGCGTAGCATAGAAC*G*T (* denotes phosphorothioate bonds which prevent the degradation 

of the linker end). The sequence of the bottom strand is 5'-p-CGTTCTATGCTAC-N (p denotes  

5' phosphate to enable ligation of the linker; N indicates the 3' amino modification used to prevent  

linker extension); both were obtained from Integrated DNA Technologies (Coralville, IA, USA). 

Approximately 150 ng of DNA with ligated linkers was then used as template in PCR amplification of 

the virus-host junction sequences (CrERV integration sites). PCR mixtures contained the following:  

1.5 units of Ex Taq DNA polymerase (Clonetech Labs, Mountain View, CA, USA), the manufacturer’s 

reaction buffer, 0.2 mM dNTPs and 400 nM primers. The linker-specific primer was identical for all 

samples and contained the P1 adaptor sequence required for emulsion PCR and Ion Torrent amplicon 

sequencing. The sequence of the linker-specific primer is: 5'-CCTATCCCCTGTGTGCCTTGGCAGTC 

tcagGCGGCCAGTATTCGTAGG, where the underlined part is the P1 adaptor, TCAG in small letters is 

the key sequence used to calibrate the signal during the sequence run, and the remaining 3' end sequence 

is complementary to the linker. The long terminal repeat (LTR)-specific primer contains the A adaptor 

sequence required for emulsion PCR and Ion Torrent amplicon sequencing. For each sample, the primer 

contained a unique library-specific index or barcode of 5 or 8 nucleotides designed based on  

the Roche Multiplex Identifier (MID) sequences. The sequence of the LTR-specific primer is: 

5'-CCATCTCATCCCTGCGTGTCTCCGACtcagxTCCTTCTTGCGTTTTGCATTGTCTC, where the 
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underlined part is the A-adaptor, TCAG in small letters is the key sequence, x denotes the position of the 

barcode sequence and the remaining 3' end sequence is complementary to the CrERV LTR. Cycling 

conditions were: 95 °C for 2 min initial denaturation, followed by 28 cycles of 95 °C for 15 s, 60 °C for 

25 s, 72 °C for 1 min, and then final extension of 72 °C for 5 min. The PCR products were size-selected 

by gel electrophoresis. The region corresponding to approximately 220–380 bp range was excised and 

purified from gel slices using QIAquick gel extraction kit (Qiagen, Valencia, CA, USA). A second size 

selection was done on the automated gel isolation system (Pippin Prep, Life Technologies, Grand Island, 

NY, USA) to narrow the size range to 300–330 bp that is optimal for Ion Torrent sequencing. The  

size profile and concentration was determined on the Bioanalyzer 2100 chip (Agilent, Santa Clara,  

CA, USA). All barcoded libraries were pooled and processed for sequencing on the Ion Personal 

Genome Machine (Life Technologies, Grand Island, NY, USA) using the Ion 318 chip. 

2.4. De Novo Clustering of Host-Virus Junction Fragments 

The reads obtained from Ion Torrent sequencing were preprocessed by quality and length and the 

primer and adapter sequences in a read were removed. The sequences were selected to match the virus 

LTR that is common to those CrERVs that integrated within the last 200,000 years [31]. The reads were 

renamed according to their animal of origin and trimmed to 75 bp (containing 20–22 bp of LTR + 53–55 bp 

of the flanking host sequence) and clustered using the clustering pipeline previously described [32]. 

Briefly, reads are clustered using clustering software USearch (version 5.2.32 [33]) in two rounds. The 

clustering thresholds for optimal clustering of the reads are determined by varying clustering thresholds 

in 5% increments from 75%–95%. Internal compactness measures, the Dunn Index and Davies-Bouldin 

index, are used to determine the parameters that optimize clusters. For the experimental data the settings 

for the first round were 85% identity, gap open penalty: 2I, gap extension: 0.5, max accepts:  

0, maxrejects: 0, ID definition: 1, user sort option. The clusters after first round that contain two reads or 

less are removed, and the consensus sequences of remaining clusters are again clustered at 90% identity 

in a second round of clustering using the same parameter settings. 

All reads in the original data set are mapped to the consensus sequences of clusters obtained from the 

second round of clustering to obtain the number of reads per animal for each CrERV integration site. The 

mapping of reads was performed using USearch [33] with the following settings: query mapping to 

database option: global mapping, gap open: 2I, gap extension 0.5, ID definition: 1, user sort option, 

percent identity: 85%. 

To ensure that each cluster corresponds to a single CrERV integration site, we compute inter-cluster 

distances between all pairs of clusters. All clusters with an inter-cluster distance less than 1.2 are merged 

using the linkage function for hierarchical clustering in Matlab software (Mathworks, Natick, MA, USA) 

and an in-house Perl script. 

2.5. Mixture Model 

Instead of taking an arbitrary cutoff value to determine whether CrERV i is carried by animal j, we 

address the uncertainty of CrERV status for small counts by a two-component mixture model (Poisson 

and truncated Geometric). The model assumes that when animal j carries CrERV i, the read count nij 

follows a Poisson distribution with mean λij: 
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P( = ) = / !  k=0,1,2,… (1) 

where λij = λi × λj and furthermore, when animal j does not carry CrERV i, the read count follows a 

truncated Geometric distribution with parameter 0 < p < 1: 

P = = (1 − ) /[1 − (1 − ) ]  k=0,1,2,…,K (2) 

In Equation (1), we assume that λij = αi × βj where αi and βj are CrERV and animal specific 

parameters, respectively. In Equation (2), the geometric distribution is the discrete analogue of the 

exponential distribution where the probability mass function decreases with the number of false positive 

counts; we take K = 9, and the probability of a false positive may be found by 1 – P(nij = 0). The 

truncation means if at least K + 1, or 10, reads are observed, then the corresponding CrERV must be 

present according to our model. The likelihood of above mixture model is: 

 (3) 

where N is the number of CrERVs, M is the number of animals, and πi is the mixing probability of the 

read count being generated from a Poisson distribution and can be interpreted as the prevalence of 

CrERV i among the N individuals. F(nij|λij) is the probability mass function of the Poisson distribution 

given in Equation (1) and g(nij|p) is the probability mass function of the truncated geometric distribution 

given in Equation (2). The parameter estimation can be carried out efficiently by a standard 

computational statistical tool known as the expectation-maximization algorithm [34]. 

2.6. Validation of Mixture Model via Replicated Individuals 

The read counts come from two independent experiments, labeled the MT dataset and the S (which 

includes animals from both MT and OR) dataset, and 10 deer are sequenced in both experiments. If the 

CrERV status is accurate, then we would expect agreement between the results from the two 

experiments for the same deer; e.g., if CrERV i is positive in the MT dataset then it is also positive in the 

S dataset, and vice versa. Therefore, we can use the proportion of mismatched CrERV for each deer with 

replicates as a measure of CrERV status accuracy. We calculate this proportion for different cutoff values for 

the read count, ranging from 1 to 10, as well as for the mixture model with a cutoff probability 0.5. 

2.7. Principal Component Analysis 

We utilized principal component analysis to determine how the matrix of CrERV probabilities 

informed the relationships among the animals. For this purpose, we viewed each animal as a point in 

high-dimensional space, then use principal component (PC) to reduce this dimension to two. The 

original number of dimensions is the number of viruses. However, we eliminated viruses that were 

present in fewer than two animals, on the theory that such viruses provide no information about the 

relationship of pairs of animals. Thus, we considered principal components on the 1268 by 45 matrix 

resulting from removing all rows (CrERVs) present in only one animal. 

After calculating the correlation matrix (a large square matrix of dimension 1268 by 1268) for the  

45 column vectors of the probability matrix, the principal component analysis proceeds by identifying 

the eigenvectors corresponding to the largest two eigenvalues of the correlation matrix. These 

eigenvectors give the PC loadings, which may be dot-multiplied by a column of the original probability 

L(α, β, p,π | n) = Π
i=1

N

Π
j=1

M

(π i f (nij | λij )+ (1− π i )g(nij | p))
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matrix to give that column’s PC scores. To determine how the PC scores relate to the geographic location 

of each animal, we matched the PC scores and locations as closely as possible using scalar multiples of 

each PC score followed by a rotation of the two-dimensional scaled PC scores. 

2.8. Determine the Relationship of Animals via Ensemble Cluster 

Kamath et al. [31] have used an ensemble cluster approach to successfully integrate the information 

carried by 12 CrERVs and to determine the relationship of mule deer. Let Y be an N by M binary matrix, 

where Yij = 1 indicates animal j carries CrERV i. Letting X = YTY be a consensus co-association matrix 

that integrates the clustering solutions inferred by multiple CrERV [35], we see Xij is the number of 

shared viruses between animals i and j. This approach can be extended by replacing the binary matrix Y 

by a probability matrix, Z, estimated from a mixture model, where Yij is the probability that individual j 

carries CrERV i. 

One advantage of using the ensemble cluster method is that it allows us to put different weights on the 

CrERVs. These viruses have colonized the animals’ genomes over a 0.2 million year period up to the 

present [31]. The younger the virus being shared between a pair of animals, the stronger the relationship 

between the animals. Therefore, we assign a larger weight to the younger viruses in the consensus 

co-association matrix by letting X = YTWY, where W is an N by N diagonal matrix and Wj is the weight 

for the jth virus. We expect that CrERVs that have recently integrated into the genome will have a low 

prevalence in the population and take Wj to be inversely proportional to the estimated prevalence of 

CrERV j in the mixture model. 

In addition to the observed co-associations, we assume the co-associations follow normal 

distributions under the null hypothesis that the presence of any CrERV is independent with the animal 

identification. We then calculate the expectation and variance of the number of shared CrERVs between 

each pair of animals under the null hypothesis, and consider the upper percentile of observed  

co-association as the p-value under the null hypothesis. The smaller the p-value, the more likely animals 

i and j are related. 

2.9. Visualization of Animal Relatedness by Hierarchical Clustering 

To visually present the potential relationships among deer, we take the p-values for the test of 

independence as a distance metrics, and apply hierarchical clustering to the M by M distance matrix, 

where M is the number of animals. 

The hierarchical cluster analysis merges small clusters into bigger ones sequentially using average 

linkage, starting from treating each individual as a unique cluster. The height in the dendrogram created 

by the hierarchical cluster analysis is the average p-value between two clusters (two child nodes). 

2.10. Phylogenetic Analysis 

Analysis of mule deer relatedness was performed with MrBayes. As input, using a probability cutoff 

of either 0.01 or 0.99, we created binary presence-absence data matrices from the probability matrix 

obtained from the mixture model. The MrBayes analysis was conducted using a setting with all sites or 

one with only variable sites. For each setting, we ran MrBayes using four chains for one million  
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generations. A uniform prior was used for the tree topology, and we employed an unconstrained 

(non-clock) branch length prior from an exponential distribution with mean 10. Given a tree with 

topology and branch lengths, we used the Restriction Site (Binary) substitution model to model the 

presence-absence input data. We then constructed a consensus tree under each setting. These consensus 

trees were plotted using the ape package in R. 

3. Results and Discussion 

3.1. Overview of Research Objectives and Experimental Design 

We recently described a new member of the Gammaretrovirus family (CrERV) that is colonizing  

its vertebrate host and is transcriptionally active. There is extensive polymorphism in populations for  

the presence or absence of CrERVs in mule deer, which provides an exceptional opportunity to 

investigate the coevolution of a free ranging mammalian host and a colonizing endogenous retrovirus. 

However, there is considerable uncertainty in high throughput sequence data that complicates 

interpretation of such data. We therefore developed an analysis platform suitable to investigate 

insertional polymorphism of ERVs in both model and non-model organisms. An overview of our 

workflow is shown in Figure 1. 

3.2. Fluorescent In Situ Hybridization Analysis of CrERV Locations 

Because there are few genomic resources available for mule deer, we utilized de novo methods in lieu 

of reference mapping approaches to identify common insertion sites among animals. However, we 

previously demonstrated using simulated genomic data that integration sites localized in repeat regions 

affect the accuracy of de novo clustering of virus-host junction fragments [32]. We therefore evaluated 

the chromosomal distribution of CrERVs by fluorescent in situ hybridization (FISH) using a fibroblast 

cell line established from mule deer [36]. The data show that CrERV integration sites appear to be well 

dispersed among chromosomes and that they do not aggregate near centromeres or telomeres (Figure 2), 

which are enriched in repeat regions. 

3.3. De Novo Clustering Analyses of CrERV-Host Junction Fragments 

The goal of the clustering portion of our workflow is to group short sequence reads obtained from 

identical host junction fragments in our pooled libraries and to determine the number of reads from each 

animal that is assigned to the cluster (Figure 1). To obtain the sequence data, we modified a high 

throughput approach for cataloging mobile elements [27–30] to identify CrERV integration sites in 

individual animals. Libraries are prepared by enriching the host sequence flanking the 3' end of a CrERV 

integration and are sequenced using Ion Torrent technology. Our final data consist of a 20 bp fragment of 

the 3' CrERV LTR and a minimum of 45 bp of the host flanking sequence. 
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Figure 1. A schematic diagram of the workflow. For illustration purposes, three different 

CrERV integration sites, indicated by red, orange and blue colors, are shown from three 

different animals (marked MD1, 2 and 3). The CrERV-host junction fragment is enriched by 

PCR from the DNA of each animal and libraries are prepared, and then pooled and 

sequenced on the Ion Torrent platform. This results in a dataset of reads from all the 

CrERV-host junction fragments. These reads are clustered using the clustering pipeline to 

obtain three clusters representing the red, orange, and blue host genomic regions. Reads in a 

cluster are then separated into their animals of origin to obtain a read table. The read table is 

processed using mixture modeling to obtain the probability of correct assignment of each 

CrERV-host junction fragment clusters to each animal in the sample. In actual sequence data 

with higher read counts, low probabilities would reflect a spurious assignment of a read for a 

specific CrERV to an animal. 

 

Figure 2. Fluorescent in situ hybridization of genomic distribution of CrERV integrations. 

Two nuclei of the mule deer cell line [36] are shown, one interphase (left) and the other in 

metaphase (right). The signal from Alexa Fluor 594 labeled CrERV probe is shown in red, 

the 4',6-diamidino-2-phenylindole (DAPI)-stained chromosomal DNA in blue. CrERV 

integration sites appear distributed along each chromosome. 

 



Computation 2014, 2 230 
 

 

Sequencing errors from next generation sequencing platforms and genomic repeat regions are major 

hurdles to accurate de novo clustering. The accuracy of de novo clustering is in part dependent on 

identity thresholds, which determine which sequences will be added to each cluster. We demonstrated 

with simulated data that empirically determining clustering thresholds from the data and using two 

rounds of de novo clustering significantly improved results [32]. In addition, we imposed statistical 

measures of intra-cluster compactness and inter-cluster separation (Dunn Index and Davies-Bouldin 

Index) to identify the optimized clustering parameters. The Dunn Index is the ratio of the minimum 

inter-cluster distance to the maximum cluster diameter; this value should be large if all clusters have 

small diameters and large inter-cluster distances [37]. The Dunn Index is sensitive to outliers and values 

should be greater than one. The Davies-Bouldin Index (DB index) is the averaged ratio of intra-cluster 

distance to inter-cluster distance, which will be small if all clusters are compact and have large 

inter-cluster distances [38]. 

We optimized clustering parameters for our experimental data by varying clustering threshold values 

in steps of 5% from 70% to 95% in each of two clustering rounds in UCLUST (a clustering option in 

USEARCH software; [33]). Based on the Dunn and DB indices, optimized clustering parameters were 

85% and 90% for the first and second clustering rounds, respectively. The distribution of pairwise 

distances for the dataset demonstrates that the clusters are well separated from one another, with a small 

number of clusters having inter-cluster distance less than 1.2 (Figure 3a). These were merged in the final 

data set because they represent sequence reads from the same genomic location that were erroneously 

split into two clusters. The majority of clusters are compact, having diameters of less than 1.1 (Figure 3b), 

although clusters with diameters up to 1.4 are evident. All original reads are mapped back to the cluster 

consensus to yield the number of reads obtained from libraries of each animal for each unique 

CrERV-host integration site. We identified 3160 unique CrERV integration sites for this sample of 55 

samples from 45 animals from Oregon and Montana. These data are compiled into a 3160 CrERV by 55 

animal matrix for subsequent analysis. 

3.4. Estimating the Probability of a CrERV Assignment Using a Mixture Model 

The misinterpretation of read count data can result in failure to detect an ERV integration that is 

present or falsely assigning one to an individual when it is absent. Although a threshold approach is 

commonly used in practice, it has several limitations: (i) the uncertainty of ERV status is not taken into 

account when the count data is transformed to the binary ERV status data; (ii) the virus status implied by 

small count is sensitive to the threshold, but the choice of threshold value is often arbitrary; (iii) the same 

threshold would be applied to all read counts without controlling either the total read count per ERV or 

the total read count per individual. 

The number of sequence reads assigned to a CrERV integration site for any animal can be affected by 

factors ranging from quality of the original DNA sample to technical issues in sequencing. These can 

result in differences in the total number of reads for each animal. Our data are derived from two separate 

Ion Torrent sequencing runs and there is substantial variation in the total reads, and consequently the 

average of non-zero read count of sequences representing CrERV integration sites, in each animal 

(range: 4.6–230, Figure 4a). Similarly, the number of sequence reads assigned to each CrERV 

integration site depends on genome position, whether the integration is homozygous or heterozygous, 
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and technical factors related to library preparation and sequencing. This leads to a large variance in the 

average non-zero read count for each CrERV integration site (range: 1–1000, Figure 4b). 

Figure 3. Features of clusters representing CrERV-host junction fragments obtained by  

de novo clustering. (a) Frequency distribution of inter-cluster distances. The x-axis is a 

measure of the pairwise distance between clusters and the y-axis represents the frequency of 

all pairwise distances for the data set of 3160 cluster consensus sequences. The pairwise 

distance among clusters will be small if clusters are derived from closely related sequences, 

e.g., from a similar repeat region, or if two sets of reads from different regions are merged. 

The peak in the frequency distribution near 2 in our data indicates that the sequences 

returned by our clustering are well separated. Inset shows an expanded scale for inter-cluster 

distances between 1.1 and 1.65. The threshold for combining closely related clusters was 

chosen as 1.2; (b) Frequency distribution of cluster diameters. The y-axis represents the 

frequency that a cluster diameter is observed and the x-axis represents cluster diameters, 

which are computed as the average distance of each read assigned to the cluster to the cluster 

consensus sequence. The majority of clusters have value close to one, indicating near perfect 

identity of individual reads in the cluster to the consensus sequence. 

(a) (b) 

The distribution of read counts per animal in our data also shows that 4.7% of counts are values 

between one and nine (Figure 5). To address the uncertainty of CrERV status for small counts, we 

employed a two-component statistical mixture model under the following assumptions: counts for truly 

absent CrERVs are random and follow a truncated Geometric distribution with an upper bound of  

nine that is the same for each animal and CrERV, whereas counts for truly present CrERVs follow  

non-identical Poisson distributions. The results are a matrix estimating the probability of presence of 

each CrERV in each animal as well as estimated model parameters. Among the parameters, the estimated 

p of 0.925 for the truncated Geometric distribution yields a false positive probability of 0.075. 
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Figure 4. Distribution of reads assigned to CrERV. (a) The frequency distribution of the 

average number of sequences assigned to CrERVs assigned to each of the 55 animals, which 

includes 10 replicate animals. Variation in read count can occur because of differences in 

sample preparation, pooling, and between individual sequencing runs. The data show that 

there is, on average, a read count of 50 for CrERVs from most animals, but two animals have 

an average of over 200 reads per CrERV; (b) The frequency distribution of non-zero read 

count for the 3160 CrERV. The majority of CrERV integration sites are represented by a 

read count of between 1 and 100 but four CrERVs have over 850 reads. 

(a) (b) 

Figure 5. Distribution of non-zero read count less than 10 for each CrERV. The histogram 

shows the proportion of the 3160 CrERV integration sites in 55 animals that have read 

counts from one to nine. 
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Our data consist of two independent sequencing runs and include two replicates of ten of the animals. 

If CrERV status were accurate, then we would expect agreement between the results from the two 

sequencing runs for the same deer. We calculate the classification error for different threshold values of 

read counts between one and ten, and for the mixture model where probability greater than 0.5 is taken to 

imply presence (Table 1). The threshold value that minimizes the differences varies from two to ten 

among the replicated animals, indicating that a single threshold would not decrease uncertainty in 

CrERV assignment. In contrast, the mixture model performs well in all animals. Because of the strong 
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agreement within replicate animal pairs, we merged each replicate pair using the larger probability of 

each CrERV, yielding a single representative of each animal and a final data set of 45 individuals. 

Table 1. The proportion of mismatched CrERV between two replicates for 10 animals. The 

data depict the number of mismatches at read count thresholds for 1–10 and for the mixture 

model. The read count threshold that minimizes the difference between replicates is in bold. 

Animal ID 1 2 3 4 5 6 7 8 9 10 Mixture Model

M191 0.083 0.048 0.039 0.044 0.05 0.053 0.059 0.065 0.068 0.076 0.049 

M389 0.174 0.101 0.067 0.047 0.038 0.033 0.034 0.034 0.037 0.034 0.034 

M350 0.196 0.106 0.061 0.041 0.035 0.034 0.029 0.029 0.027 0.025 0.025 

M261 0.061 0.032 0.033 0.033 0.04 0.039 0.04 0.043 0.042 0.041 0.033 

M369 0.11 0.04 0.027 0.025 0.028 0.027 0.026 0.021 0.023 0.024 0.028 

M167 0.157 0.079 0.053 0.047 0.04 0.035 0.035 0.034 0.035 0.035 0.047 

M371 0.208 0.094 0.057 0.047 0.041 0.037 0.035 0.034 0.038 0.039 0.051 

M376 0.07 0.055 0.06 0.064 0.066 0.071 0.072 0.075 0.08 0.081 0.062 

M272 0.249 0.127 0.077 0.064 0.061 0.059 0.056 0.06 0.063 0.064 0.038 

M273 0.103 0.057 0.042 0.034 0.030 0.027 0.028 0.030 0.028 0.027 0.027 

The accuracy of the mixture model estimates based on the read counts was assessed for five CrERV 

integration sites in 55 animals (including replicates) by PCR, or 275 sites overall. The 208 CrERV 

integrations confirmed to be absent by PCR all had estimated probabilities less than 0.01; thus, there 

were no clear false positives. On the other hand, four integration sites (with small read counts of one, 

one, three and six) were confirmed to be present by PCR despite very low (smaller than 0.0004) 

estimated probabilities. This yields a false negative rate of 4/67, or 6.0%. 

3.5. CrERV Distribution in Mule Deer 

The distribution of CrERVs shared among 45 individuals supports that there is extensive insertional 

polymorphism of CrERVs in mule deer (Figure 6a). More than 50% of CrERVs are found in only a 

single animal. Only 5% are found in more than 15 animals and none is found in all animals in the 

sampled populations. Each individual animal has between 180 and 280 expected unique CrERV 

integrations (Figure 6b), which is consistent with our empirical estimates [12]. The number of CrERV 

integrations does not differ between mule deer and blacktail deer. 

We note that 15% of CrERVs had a probability of 10−6 or less of correct assignment to any animal. 

The histogram of pairwise distance of cluster sequences from these low probability CrERVs to all 

CrERVs is bimodal with peaks near 1.4 and 1.7 (Figure 7). The CrERV integration site sequences 

represented by the second peak are likely unique sequences based on the large pairwise distance between 

them and all other identified CrERV integration sites. 

The overall relationship among animals based on the model-predicted number of CrERV assignments 

in common for all pairs of mule deer, including the replicates, can be seen in a heatmap (Figure 8). The 

replicate animals are easily identified as the ten larger squares along the diagonal. Two groups of 

animals that are closely related to each other but differ from other animals in CrERV composition are 

evident in the bottom right corner of the heatmap. One is a group of three Montana mule deer and the 

second comprises all the Oregon blacktail deer (O. hemionus columbianus). As mule deer and blacktail 
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deer diverged about 22,000 years ago [39], the unique composition of CrERV in blacktail deer could  

be due to new colonization events or retention of an older lineage that was not passed on as mule deer 

diversified. 

Figure 6. CrERV prevalence among animals and the number of CrERV integrations sites 

per animal estimated from the mixture model. (a) A histogram of the total expected number 

of animals in which a CrERV insertion site was identified according to the mixture model 

after merging the replicate animals. These data are derived as the sum of probabilities for 

each of the 3160 CrERV in the 45 animals. Various percentiles of the distribution are shown 

by dotted lines; the median number of animals in which any CrERV is found is 1.01 and only 

5% of animals share 15 or more CrERVs; (b) The estimated number of CrERVs for each of 

the 45 animals is calculated by summing all probabilities of a CrERV integration for each 

animal. The horizontal axis gives the range of values, and the height of the corresponding bar 

gives the number of animals in that range. These data demonstrate that the majority of 

animals have between 200 and 280 CrERV integrations. 

(a) (b) 

Figure 7. Inter-cluster distance for CrERVs with low probability of assignment to any 

animal. The histogram shows the frequency distribution of pairwise distances for cluster 

sequences representing the subset of 479 CrERVs with an estimated probability of correct 

assignment less than 10−6. 
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Figure 8. The heatmap depicts the entries in a square matrix in which the (i, j) entry is the 

number of CrERV assignments in common, as predicted by the mixture model, for animals i 

and j. Entries along the diagonal are the number of predicted CrERVs total for each animal. 

Darker (redder) colors indicate larger values, and the rows and columns are sorted 

automatically by the plotting function so as to keep similar columns close together. A total of 

55 animals, including the replicates, are shown. 
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3.6. The Relatedness of Mule Deer Based on Shared CrERVs 

The shared history of CrERVs among mule deer provides a means to trace the ancestral history of 

animals because two individuals can only share a CrERV by descent. Thus, it follows that animals with 

more shared CrERVs are more closely related. We previously utilized ensemble clustering to estimate 

relationships of 258 animals from a data set of 12 empirically determined CrERV integration sites [31]. 

Ensemble clustering produces a consensus co-association matrix that integrates the clustering solutions 

inferred from multiple CrERVs [35]. It also allows us to weight CrERVs that are present at low 

frequency in the population under the assumption that low-frequency viruses are likely to be younger, 

and the younger the virus being shared, the stronger the relationship between host animals. The data are 

visualized using hierarchical clustering (Figure 9). 

Figure 9. Hierarchical clustering results of ensemble cluster data depicting relatedness of 

animals. (a) All CrERVs contribute equally; (b) low-frequency CrERV are weighted to 

increase their contribution. The depth of the branch indicates the p-value of two animals 

carrying CrERVs independently. The replicate animals are merged in this analysis, which  

is based on 45 animals. Blue underlines indicate the two outlier groups shown also in  

Figures 8 and 10. Stars indicate the animals that change positions when low-frequency 

CrERV are weighted (red centers are Montana deer, yellow centers are Oregon deer. The 

gray centered cluster has gained support and repositioned three animals when weighting of 

low-frequency CrERVs is imposed. Blue brackets indicate those animal groups also 

supported by phylogenetic analysis shown in Figure 10. 
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Figure 10. Unrooted consensus population trees obtained from MrBayes using different 

probability cutoffs. The top and bottom rows represent a probability cutoff for the presence 

of a CrERV of 0.01 and 0.99, respectively. The left and right columns represent the full 

dataset and a reduced dataset of only loci polymorphic for a CrERV, respectively. The 

analysis is based on the complete data set of 55 animals, which includes the 10 replicates. 

Oregon mule deer are shown in blue, Montana mule deer in red, replicate Montana mule deer 

in green, and Oregon black tail deer in magenta. Nodes have the following colors: Black:  

≥ 0.95 posterior; Gray: ≥ 0.75 and < 0.95 posterior; White: < 0.75 posterior. 

 

There are several important features of mule deer relationships from these analyses. First, the 

Montana and Oregon mule deer populations form distinct groups. This separation is most evident when 

lower-frequency CrERVs are weighted but is also apparent without weighting. Blacktail deer and an 

outlier group comprised of three Montana deer form distinct lineages separate from the main mule deer 

groups, consistent with data in Figure 8. These three mule deer could represent mule deer–white tail deer 

hybrids or a divergent population of Montana mule deer, possibly immigrants from genetically divergent 

populations to the south. Animal MT358 is the only Montana deer sharing ancestry with an Oregon deer 

(OR1454). Increasing weight of low-frequency CrERVs places these two animals as an outgroup to the 

Oregon mule deer cluster. The relationships of seven Montana deer and five Oregon mule deer are 

affected by weighting. 

We also evaluate relationships among deer using MrBayes by converting the probability matrix to 

presence–absence based on a cutoff of either 0.01 or 0.99 (Figure 10). The four main groups—Oregon 

mule deer, Montana mule deer, Oregon blacktail deer, and the outlier group of three Montana deer—are 

also evident in the Bayesian phylogeny. In addition, there is support for two sister groups of blacktail 

deer not seen in Figure 9. Where there is support for relatedness among mule deer, it is concordant with 
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the hierarchical clustering data (Figure 9). Notably MrBayes results are sensitive to the threshold chosen 

for inclusion of CrERV sites; limiting the analysis to those CrERV with a probability of 99% or greater 

of being correct alters both the support and placement of animals in the phylogeny (compare OMD1441, 

1444 and 1454 in Figure 10). 

The geographic location of all animals and their relatedness estimated by hierarchical clustering are 

shown in Figure 11. The inset displays a principal component analysis, which further confirms the group 

separation defined by ensemble cluster and phylogenetic methods. 

Figure 11. Map displaying geographical location and relatedness of animals. Points on the 

map give locations of the samples taken from the 45 animals. Squares denote blacktail deer; 

triangles and circles are mule deer sampled in Montana and Oregon, respectively. Points of 

the same color represent related groups of two to six animals shown in the bottom 

dendrogram of Figure 9. Inset displays the first two (scaled) principal component scores, 

after rotation indicated by the dotted gray PC score axes, derived from the 1268 × 1268 

correlation matrix of the vectors of mixture-model estimated probabilities for the 1268 

viruses present in at least two animals. 

 

3.7. Discussion 

High-throughput sequencing approaches permit extensive interrogation of genome variation in 

populations of individuals. Variation in the composition of mobile elements, such as ERVs, is one type 

of genome variation that can be determined in the absence of a reference genome. Because ERVs have 

the potential to exert a large effect on the host, their similarities and differences among individuals 

should be considered in studies of genomic associations with phenotype. As with any method relying on 

new sequencing technology, there are substantial sources of error that can complicate analyses based on 

shared genomic traits [40–44]. Our research provides an approach to incorporate the uncertainty in 

assigning a trait, in our case an ERV, to an individual. 
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Our approach does not employ a reference genome. Approaches that map reads to a reference can be 

affected by repeat regions, poorly annotated or absent regions in the reference build, and structural 

variation in the query compared to the reference genome. Any of these mapping problems can affect the 

number of sequenced reads that are assigned to a location. A large range in the distribution of read 

counts, with an abundance of single reads such as we report, is also obtained for TE insertion analysis in 

humans [27], which arguably is the best annotated genome available. Our approach using de novo 

clustering avoids problems associated with genome quality, because it does not require a reference 

genome. Yet clustering approaches have their own source of error. While we provide methods to 

optimize clustering parameters based on statistical measures and assess our results by determining how 

well resulting clusters are separated from each other, there are still errors in the cluster sequences 

representing the putative host genomic site of ERV integration; this affects the number of reads assigned 

to the cluster. Thus both mapping and de novo approaches suffer from the problem of how to effectively 

address low read count data. We demonstrate that the mixture model offers a solution to thresholds by 

recognizing the ERV insertion sites with large uncertainties, and hence provides a more accurate 

transformation from read count to ERV status. Clusters with very low probability of being present in an 

individual can be those that were incorrectly split because of sequencing error or because there is actual 

variation in the host sequence at the integration site; these pairs of clusters will have a low pairwise 

distance. Of significance, low probability clusters that are well separated from others but have low read 

count could be somatic integrations. Most samples are derived from heterogeneous cell populations. 

Integration events that have occurred in a somatic cell are expected to have very low read counts because 

the new integration site will only be evident in a small number of cells. Detecting somatic integrations is 

important in several disease states, such as cancer, and can pinpoint an ERV capable of retrotransposing. 

We have argued above that a threshold approach to classifying CrERVs as present or absent based on 

counts alone has drawbacks. A more statistically reasonable approach recognizes that both truly absent 

and truly present CrERV counts must follow different probability distributions. Using a statistical 

technique known as mixture modeling, which is well studied in the statistical literature [45,46], we may 

estimate the features of these different distributions, along with probabilities of presence for each 

CrERV in each animal, even without observing the true CrERV status of each animal. It takes ten 

minutes to estimate all parameters in the mixture model by using R, a programming language and 

environment for statistical computing. We plan to continue development of the details of our mixture 

model so that it can better fit the raw read count data, and can include additional covariates such as 

sample quality and preparation information to make read counts obtained from multiple samples and 

sources more comparable in meta-analyses. The mixture model and its downstream analysis is a 

two-stage procedure. It may be desirable to develop a more sophisticated statistical model that 

incorporates the animal relationships and CrERV relationships into the mixture model. 

In this article, we used two methods to determine animal relatedness based on the probability 

estimates of CrERV status in 45 animals. MrBayes is a standard approach for estimating the tree for a set 

of populations. We used a data matrix indicating the presence-absence status for multiple independent 

CrERV integration sites across a set of animals as input to MrBayes. This data matrix is treated as a 

concatenated alignment in MrBayes [47,48], yielding a gene tree estimate for the concatenated dataset 

rather than a gene tree estimate for each CrERV integration site. This gene tree estimate was then taken 

as the population tree estimate. This approach of using a likelihood-based method for inferring a 
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population or species tree from a concatenated genetic dataset on closely-related populations or species 

has been known to exhibit performance issues [49–53]. The reason that the application of MrBayes to 

our CrERV dataset could be potentially problematic is that evolutionary processes can lead to 

incongruence of gene trees across integration sites [54,55], and performance issues become increasingly 

likely the more closely related the species or populations are [56–59]. The preferred approach to 

inferring a population tree for our CrERV dataset would be to infer the tree by jointly considering the 

distribution of inferred gene trees at individual CrERV integration sites under a model of evolution such 

as the multi-species coalescent process [52,60,61]. However, such procedures can become too 

computationally difficult to apply to large datasets such as the CrERV dataset presented here. 

The alternative approach that we employed in this article was to infer a population tree using a 

hierarchical clustering algorithm applied to the data matrix of CrERV integration sites, without 

arbitrarily setting a cutoff for CrERV presence-absence status. This approach, though not utilizing an 

evolutionary model to construct a population tree, has been shown to exhibit favorable statistical 

properties in situations for which the MrBayes approach taken here could fail [62]. As an alternative to 

the hierarchical clustering approach, the data matrix of CrERV status probabilities could still be utilized 

to infer population histories without arbitrary presence-absence cutoffs. A covariance matrix could be 

constructed between animals, accounting for the probability of presence-absence status. This covariance 

matrix could then be used as input to a method like TreeMix [63], which employs an evolutionary model 

based on Brownian motion to construct a population tree or graph (a tree with admixture edges). As the 

CrERV dataset here represents individuals from three populations within a single species, mating would 

likely occur among animals from populations that are geographically proximal (as in our CrERV dataset), 

and so there may not be a strict treelike relationship. Instead, permitting admixture edges between 

populations would potentially be necessary for population datasets such as ours. Hence, the approach 

taken here to obtain a data matrix of probabilities for the presence-absence status of CrERVs could be 

used to more accurately infer relationships in complex datasets such as the one presented here. 

4. Conclusions 

The goal of our research was to develop a probabilistic framework to investigate genome sequence 

variation—specifically polymorphism in CrERV integrations—of a non-model organism. We 

demonstrate that a recently developed de novo clustering approach can be used to improve recovery of 

ERV integration sites in the absence of a reference genome. A mixture model is then used to provide a 

matrix of probabilities that the assignment of each ERV to an individual is correct. We give an example 

of how the resultant data can be used to investigate the relatedness among animals from two regions and 

provide a statistical clustering approach that performs well on CrERVs, which all have their own 

evolutionary histories. However, understanding the shared or different histories of CrERVs in mule deer 

populations has more important applications than determining population structure, which can be done 

using established approaches based on single nucleotide polymorphisms. As CrERVs are recent 

colonizers of the mule deer genome, the approach we present allows investigation of the dynamics and 

evolutionary pressure leading to ERV fixation, exaptation, degradation, or loss to be studied at the 

population level, which will advance understanding of the role of ERVs in genome evolution. 
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