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Abstract: In the radio telemetry systems of spacecraft, various data compression methods are used for
data processing. When using any compression methods, the data obtained as a result of compression is
formed randomly, and transmission over radio communication channels should be carried out evenly
over time. This leads to the need to use special buffer storage devices. In addition, existing spacecraft
radio telemetry systems require grouping of compressed data streams by certain characteristics. This
leads to the need to sort compressed data by streams. Therefore, it is advisable to use associative
buffer storage devices in such systems. This article is devoted to the analysis of the processes of
formation of output streams of compressed data generated at the output of an associative storage
device (ASD). Since the output stream of compressed data is random, queue theory and probability
theory are used for analysis. At the same time, associative memory is represented as a queue system.
Writing and reading in an ASD can be interpreted as servicing orders in a queue system. The
purpose of the analysis is to determine the characteristics of an associative storage device (ASD).
Such characteristics are the queue length M{N} in the ASD, the deviation of the queue length D{N} in
the ASD and the probability pn of a given volume n of compressed data in the ASD (including the
probability of emptying and the probability of memory overflow). The results obtained are of great
practical importance, since they can be used to select the amount of memory of an associative storage
device (ASD) when designing compression devices for telemetry systems of spacecraft.

Keywords: associative memory device; data compressing; Kendall method; Markov chains; radio
telemetry information

1. Introduction

In recent years, in the field of information and computing systems, there has been a
need for a significant increase in the performance of computers and systems [1]. This trend
is especially relevant in on-board spacecraft systems, since such systems are designed in
conditions of restrictions on the weight and size characteristics and energy consumption [2].
The large role is played at the same time by improvement of technical means, in particular
the memory devices (MD). Not only is the performance of such devices improved, but
also the range of functions they perform is expanded. The process of increasing on-board
computer performance is accompanied by the fact that the equipment begins to perform
a significant number of functions previously performed by software. In this regard, the
task of developing and using associative processing and storage of information becomes
especially important. Therefore, research on the use of associative storage devices (ASD)
in information computing systems, especially in radio telemetry systems of spacecraft, is
extremely relevant.

The principles of associative addressing and hardware implementation of associative
storage devices are devoted to the well-known Kohonen T. book [3]. This book describes
the basis of the theory and technique of associative memory devices. The general principles
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of operation of associative storage devices, methods of searching and sampling information
and extracting a multi-valued response from the device are considered. Some of the most
interesting elements and circuits of associative memory devices are described, as well as
their applications in modern computer engineering.

Recently, associative storage devices have also received a great deal of attention.
Some works are devoted to the use of associative storage devices in neural networks.
For example, [4] discusses relational–indeterminate computing for associative memory
modeling. The work in [5] is devoted to the study of the functions of associative memory
using three-level quantum elements. The work in [6] relates to the study of the meth-
ods of using associative storage devices in the construction of deep neural networks
in the field of image classification. Finally, [7] discusses the architecture of distributed
associative memory.

Unlike the above-mentioned works, this article addresses the use of associative mem-
ory devices in radio telemetry systems of spacecraft.

The transmitting part of the radio telemetry system with data compression may be
represented by the flowchart of Figure 1 [8].
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The source of the message is the sensor of the telemetry system. The data compression
device generates a random compressed data stream in accordance with the compression
algorithm [9]. Data generated at the output of a data compression device, in radio telemetry
systems of spacecraft, are commonly called significant counts (SC). The device for transmis-
sion to a communication channel is designed to convert a random compressed data stream
(significant counts) into a time-uniform output data stream.

In accordance with the principles of formation of radio telemetry systems with data
compression, the following types of data streams can generally be formed on the transmit-
ting side [10–13]:

• Data streams with different accuracies of message recovery at the receiving side.
• Data streams with different priorities (multi-priority generation).
• Data streams with different addresses of information consumers (multicast generation).
• Data streams with a different combination of the above-mentioned methods of genera-

tion (multi-purpose generation).

For spacecraft radio telemetry systems, as a rule, multi-purpose generation of output
streams is required. The combination of the first and third types of streams is the subject of
a great interest: together with the generation of several compressed data streams from all
sources, it is necessary to form several compressed data streams from different message
source groups for different recipients. The combinations of streams of the first and second
types and the second type with the third are of not smaller interest: in any of the com-
pressed data streams, it is necessary to transmit compressed data from the most important
parameters for operational control.

At the same time, each of the streams can be both uniform in structure and hetero-
geneous (data with different errors, with different priority rank and different consumer
addresses may be present in one stream). However, an analytical study of such com-
bined streams is not yet possible. Therefore, we will limit ourselves to considering only
homogeneous streams in the future.

In the data compression device (Figure 1), in accordance with the accepted compression
algorithm, the significant samples that are to be transmitted to the communication channel
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are determined. The second device is designed to convert a random compressed data
stream into a time-uniform output data stream. This is due to the fact that the data obtained
as a result of compression is formed randomly, but transmission over radio channels
should be carried out evenly over time. The implementation of the device for transmission
to the communication channel is the main difficulty in view of the need to use buffer
memory devices [14].

At the output of the data compression device, as shown above, compressed data
streams of several types may be generated, i.e., not one, but several compressed data
(significant counts) streams are generated. The requirement to generate multiple com-
pressed data streams at the output of the compression device results in the need to sort
the compressed data into streams. To generate several compressed data streams at the
output of the compression device, it is necessary to use associative storage devices, in
which information is written and read in accordance with some associative feature [1,2,15],
i.e., not at addresses. This property of the associative memories determines the ability to
perform information processing in parallel across all message sources, which leads to a
decrease in the requirements for the fast operation of the on-board computer system that is
almost inversely proportional to the number of processed signals.

The stream of compressed data (significant samples) coming to the input of the match-
ing device with the communication channel is a random process, and the service process in
general is also random. For this reason, when analyzing the device for generating several
streams of compressed data, it can be considered as a queue system [16]. A compression
system with the associative formation of several compressed data streams is a large sys-
tem. It is advisable to carry out an experimental study of it by methods of mathematical
modeling on a computer [17]. The analytical apparatus is used to obtain the most general
dependencies characterizing the formation processes while limiting itself to tasks that do
not lead to excessively cumbersome expressions, which are almost impossible to bring to
numerical results. To obtain more specific results, and with the excessive complexity of
analytical methods, mathematical modeling is used [18].

The task of analyzing the process of formation of compressed data streams is to ob-
tain the performance characteristics of the associative memory device with the output
stream generation scheme. These characteristics are the mean of queue length M{N},
the queue length variance D{N} and the probability pn of a predetermined number of
compressed data (significant counts) n in the memory (including emptying probability
and the probability of overflow in the memory register [19]). The determination of these
characteristics allows for optimizing the memory capacity of the associative storage de-
vice. This is very important, since there are restrictions on the weight, size and energy
consumption of on-board systems. In [20], the functioning of a device for transmission to
a communication channel with buffer memory, with adaptive, asynchronous–cyclic and
priority commutation, was investigated. In this case, the theory of queues was used. A
matching device using the buffer memory was presented as a system with a limited-length
queue and ordinary service without priorities and—for a matching device without the
buffer memory—as a system with failures and ordinary service with priorities.

Based on the above, the result of the research conducted in this article is the deter-
mination of the characteristics of the associative memory device with the output stream
generation scheme. Such characteristics, in terms of queue theory, are the mean of queue
length M{N}, the queue length variance D{N} and the probability pn of a predetermined
number of compressed data (significant counts) n in the memory. To obtain these charac-
teristics, the article used probability theory and queue theory. At the same time, for the
study of the queue system, we justified the use of embedded Markov chains, for which
the Chapman–Kolmogorov equation is valid. This equation allows for determination of
the states of the queue system at arbitrary points in time. To carry out the necessary trans-
formations, we have justified and proposed the use of the method of producing functions.
The article shows the entire sequence of mathematical transformations leading to the final
result. The results obtained are of great practical importance, since they can be used to
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select the amount of memory of an associative storage device when designing compression
devices for telemetry systems of spacecraft.

2. Material and Methods

The analysis of the device is limited to the process of formation of the R − th stream,
the sorting process for which is described by a system with a limited queue length for
group services without prioritization [21,22]. This system is much more complicated than
systems with ordinary maintenance and limited queue length or a system with failures
(adaptive commutation) and is their generalization [23,24]. Indeed, at H = 1 (H is the
number of compressed data in the group), the generation of the R− th stream is reduced
to processes with buffer memory; at H = 1 and VAMD = 1 (VAMD is the memory capacity
of the associative memory device), the generation of the R − th stream is reduced to the
adaptive switching process [25].

Since compressed data (significant counts) is served by groups that do not exceed a
certain number of H, a single-channel system model with group service can be used for
consideration [26,27]. According to this model, the probability density of data service time
of H orders is determined by the formula

f (t) = µktk−1e−µt/(k− 1)! (1)

In this formula, µ = k/M[t] is the service intensity of one order and k is the Erlangian
distribution parameter [28]. The mean of the Erlangian distribution is M[t] = k/µ, and the
variance is D[t] = k/µ2. With k = 1, the Erlangian distribution becomes exponential, and
with k = ∞− regular [29].

Thus, we are dealing with a network of queues with a Poisson incoming stream,
service in batches and an Erlangian distribution of service interval. For such a network,
the foundations of the theory were developed in the works of N. Bailey and F. Downton, a
concise presentation of which is given in the book [30]. In these works, the values of the
mean and variance of the number of data in the system are obtained for two system load
values θ (0.8 and 0.9), several values of H in the group and the k coefficient of Erlang’s law.
Some theoretical provisions are also available in the book [31,32]. In an analytical study of
the process of forming the R− th stream of compressed data, these works were taken as a
basis, verified theoretically and experimentally and significantly developed. In this case,
analytical expressions are obtained to determine the probability of emptying and overflow
of the associative memory.

The method of obtaining numerical characteristics of the delay time value td is dis-
cussed in sufficient detail in [33,34]. Therefore, we will limit ourselves only to mathematical
modeling. As such, as a result of the analytical study of the process of forming the R− th
stream, it is necessary to obtain the characteristics M{N}, D{N} and pn.

3. Theory/Calculation

Our objective is to derive the equation of state of the system for forming the com-
pressed data streams. As is known, the state of the network of queues with an arbitrary
distribution of the time in service does not form the Markov chain [35]. Therefore, to deter-
mine the probabilistic characteristics of the stream formation process, it is impossible to
use the Chapman—Kolmogorov equations, and so more complex methods have to be used.
We use Kendall’s method, called the method of embedded Markov chains [36]. Kendall
showed that, at times immediately preceding the end of servicing of a group of orders of
the states of the network of queues with the Poisson incoming stream and the arbitrary
distribution of service time form the Markov chain (regeneration points), and the system
can be described by the Chapman—Kolmogorov equations. Such points are the moments
of time immediately preceding the beginning of sampling of H pieces of the compressed
data (significant counts) from the associative memory and their direction to the R− th path.

Consider two adjacent cycles of the output streams formation (Figure 2).
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We say that, at time j (where j—the cycle number), the system is in state n if the
number of the compressed data (significant counts) in the associate memory is equal to n.
Accordingly, the probability of such a state of the system will be denoted by pn(j). Let, at
the end of the (j− 1) cycle, the system be in state a. As a result of sampling H pieces of
the compressed data, the system jumps into state (a− H) at a ≥ H or to state 0 at a < H.
During the j cycle, in addition to the available (a− H) of the compressed data, b pieces of
the compressed data are again entered into the associative memory, as a result of which the
system passes into state n.

At the points of the embedded Markov chain, the Chapman—Kolmogorov equation
is valid [37]:

pn(j) =
∞

∑
a=0

pa(j− 1)pan(j), (2)

where pan(j) is the probability of the system transition from state a to state n; pn(j) is the
probability that, at the end of the j cycle, the system will be in state n and pa(j− 1) is the
probability that, at the end of the (j− 1) cycle, the system was in state a.

Let qb(j) be the probability that, in the j cycle, the number of newly entered compressed
data will be b. Obviously, if 0 ≤ a ≤ H then b ≤ n; if H < a ≤ H + n then b ≥ n− a + H;
and at a > H + n, b does not determine the state of the system by the end of the j cycle, i.e.,

If 0 ≤ a ≤ (H − a) then pan = qn; if H ≤ a ≤ (H + n) then pan = qn−a+H ; if
∞ > a > n + H then pan = 0. The last ones can be determined as the probability of
combining two events:

qn = P(τ)P(n/τ), (3)

where P(n/τ) = (λτ)ne−λτ/n!—is the probability of entering the exactly n data at the
interval t (Poisson’s probability [38]) and λ = 1/M[τ] is the intensity of the incoming stream
of the compressed data.

P(τ) =
τ∫

0

f (t)dt

is the probability of service [39], determined in accordance with expression (1).
Taking into account the above dependencies, Equation (2) can be written as follows:

pn(j) =
H−1

∑
a=0

pa(j− 1)qn(j) +
H+n

∑
a=H

pa(j− 1)qn−1+H(j)

The state probabilities obey the normalization condition [40]:

∞

∑
n=0

pn(j) = 1
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For the steady state ( j→ ∞ ), the system of equations will have the form

p0 = q0
H−1
∑

a=0
pa + pHq0,

p1 = q1
H−1
∑

a=0
pa + pHq1 + pH+1q0,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ., . . . . . . . . . . . . . . . . . . ..,

pn = qn
H−1
∑

a=0
pa +

H+n
∑

a=H
paqn−1+H ,

∞
∑

n=0
pn = 1.


(4)

To solve this system of equations, the method of producing functions is proposed
in the literature [41,42]. The essence of the method of producing functions is that the
producing functions of this form are introduced into consideration:

P(z) =
∞

∑
n=0

pnzn; (5)

Q(z) =
∞

∑
n=0

qnzn, (6)

where z is an independent variable.
Substituting the pn value from the system of Equation (4) into the expression (5) after

the transformations, we get

P(z) =
H−1

∑
i=0

pi

(
zH − zi

)
/
(

zH

Q(z)
− 1
)

. (7)

With the Erlang distribution of the service duration, expression (6) takes the
following form:

Q(z) =
(

1 +
θH(1− z)

k

)−k
, (8)

where θ is the load determined by the formula

θ =
λk
µH

; (9)

k is the parameter of the Erlang distribution, λ is the intensity of the incoming flow, H
is the number of SC in the group and µ is the service intensity of one data.

Substituting (5) into the system of Equation (4) after some transformations and taking
into account (8), we get

P(z) =
H−1

∑
i=0

pi

(
zH − zi

)
/

[
zH
(

1 +
θH(1− z)

k

)k
− 1

]
. (10)

After simplifications, the expression for the producing function is

P(z) =
H+k−1

∏
j=H

zj − 1
zj − z

, (11)
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where zj is the roots of the denominator (10) outside the unit circle. To find the probabilities
of the states of the system, we will use the method of decomposing the expression (11) into
simple fractions:

P(z) =
βH

zH − z
+

βH+1

zH+1 − z
+ · · ·+

βγ

zγ − z
+ · · ·+ βH+k−1

zH+k−1 − z
, (12)

where the expansion coefficients are βγ, determined from the expression

βγ = −
H+k−1

∏
j=H

(z− 1)/
d
dz

H+k−1

∏
j=H

(
zj − z

)∣∣
z=zγ

. (13)

Changing the γ within H + k − 1 ≥ γ > H and substituting the corresponding
expressions for (13) in (12), we get the expression for the probabilities of the pn states as
coefficients with the corresponding powers of z.

Thus
pn =

βH

zn+1
H

+
βH+1

zn+1
H+1

+ · · ·+ βH+k−1

zn+1
H+k−1

. (14)

If zH is the smallest root outside the unit circle, then the approximate expression for
pn will be

pn ≈
βH

zn+1
H

. (15)

The average number (mean) of orders in the system and the variance of the number of
orders are determined from (11) as follows:

M{N} = dP(z)
dz

∣∣∣∣
z=1

; (16)

D{N} = d2(Pz)
dz2

∣∣∣∣
z=1

+
dP(z)

dz

∣∣∣∣
z=1
−
(

dP(z)
dz

∣∣∣∣
z=1

)2
. (17)

It is difficult to directly calculate the mean and variance of formulas (16) and (17). A
significant simplification gives the application of dependencies between these values and
semi-invariants expressed through the producing function. The simplification is caused
by the fact that semi-invariants are associated with the logarithmic dependence of the
producing function. Therefore, the products in expression (11) are converted to sums.

Assuming z = eϕ in expression (5), we get the following expression for the
producing function:

P(z = eϕ) = W(ϕ) =
∞

∑
n=0

pneϕn.

After transformations [43,44], we get

ln P(z = eϕ) = lnW(ϕ) =
∞

∑
k=0

ik
k!

ϕk,

where the ik coefficients are called semi-invariants (cumulants) of the random variable N,
where N is the queue length, i.e., the number of SC in the ASD.

Function

ϑ(ϕ) = lnW(ϕ) =
∞

∑
k=0

ik
k!

ϕk (18)

is called the semi-invariants producing function or the ik
k! sequence producing function [45,46].

From expression (18), we get

ik = ϑ(k) (ϕ)|ϕ=0 =
dk

dϕk lnP(z = eϕ)|ϕ=0. (19)
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Since
i1 = M{N}; (20)

i2 = D{N} (21)

We then get the final expressions for calculating the average value and variance of the
queue length N:

M{N} = dϑ(ϕ)

dϕ
= ln P(z = eϕ)|ϕ=0; (22)

D{N} = d2ϑ(ϕ)

dϕ2 =
d2

dϕ2 ln P(z = eϕ)|ϕ=0. (23)

Substituting in expression (11) for z = eϕ, we get the following:

P(z = eϕ) = W(ϕ) =
H+k−1

∏
j=H

zj − 1
zj − eϕ .

Logarithmically, we get the expression for the producing function of the semi-invariants

lnW(ϕ) =
H+k−1

∑
j=H

ln
(
zj − 1

)
−

H+k−1

∑
j=H

ln
(
zj − eϕ

)
.

According to (22) and (23), we get

M{N} = dϑ(ϕ)

dϕ

∣∣∣∣
ϕ=0

=
H+k−1

∑
j=H

(
zj − 1

)−1; (24)

D{N} = d2ϑ(ϕ)

dϕ2

∣∣∣∣
ϕ=0

=
H+k−1

∑
j=H

zj
(
zj − 1

)−2. (25)

The obtained relations are dependencies on the zj values, which are the roots of the
equations of the corresponding producing functions. Calculating the roots of zj is a separate
problem, and we will not give all the necessary transformations here. Note only that, for
the solution, an iterative method [47] was used to determine the roots of the polynomial of
degree (H + k) according to the standard program for the Muller method. The equations
were solved for the following parameter values: θ = 0.5; 0.1; 0.2; 0.4; 0.6; 0.7; 0.8; 0.9; H = 1,
2, 3, 6, 12, 24; k = 1, 2, 10.

4. Discussion and Results

In various radio telemetry systems of spacecraft, there are different laws for the
distribution of a random τ value—the duration of the transmission cycle of H pieces of
significant samples. When using synchronous communication channels in radio telemetry
systems and without taking into account auxiliary information, the random τ variable turns
into a deterministic one [48]; there is a constant cycle duration. In the Erlang distribution,
this corresponds to the value of the k = ∞ parameter. With some degree of consideration
of auxiliary information and with an asynchronous communication channel, the value of
the parameter k of the Erlang distribution greatly changes [49–51], and, in the limit, the
value of τ has an exponential distribution. In the Erlang distribution, this case corresponds
to the value of the parameter k = 1. Thus, for the analytical study of real systems, it is
necessary to obtain appropriate characteristics in the range of 1 ≤ k ≤ ∞ values; in other
words, in order to estimate the limit characteristics, it is advantageous to determine these
characteristics for the limit cases of the Erlang distribution corresponding to the values
k = 1 and k = ∞. Along with this, the choice of the parameter H—the number of significant
counts transmitted in one cycle—is very important for calculating real systems. Obviously,
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the limit values of the parameter H are H = 1 and H = ∞. Without giving intermediate
calculations, we will give the final results for some limiting cases of the Erlang distribution.

1. Group service. The service interval is distributed by exponential law; k = 1, 1 < H < ∞.

pn =
zH − 1
zn+1

H
;

M{N} = 1
zH − 1

; D{N} = zH

(zH − 1)2 .

2. Group service. The service interval is constant; k = ∞, 1 < H < ∞.

pn = (−1)H−n+1αH−n

H−θH
H−1

∏
l=1

(1− zi), для n ≤ H − 1 ;

where
αH−n = ∑

j<k<l...<y
zjzk . . . .zy

M{N} = 1− H(1− θ)2

2(1− θ)
+

n−1

∑
i=1

1
(1− zi)

;

D{N} = (1− 2θ) + 6θH(1− θ)2 − n2(1− θ)4

12(1− θ)2 −
H−1

∑
i=1

zi

(1− zi)
2 .

3. Ordinary service. H = 1, 1 ≤ k ≤ ∞.

In a case 1 < k < ∞:

pn =
k

∑
n=1

βn

zn+1
n

;

βn = −
k

∑
n=1

(zn − 1)

{
d
dz

k

∏
n=1

(zn − z)

∣∣∣∣∣
z=zn

}−1

M{N} =
k

∑
j=1

(
zj − 1

)−1; D{N} =
k

∑
j=1

zj
(
zj − 1

)−2.

In a case k = ∞:

pn = (1− θ)
n

∑
s=1

(−1)n−sesθ

[
(sθ)n−s

(n− s)!
+

(sθ)n−s−1

(n− s− 1)!

]
;

M{N} = 2θ − θ2

2(1− θ)
; D{N} = (1 + 2θ) + 6θ(1− θ)2 − (1− θ)4

12(1− θ)2 .

4. Group service with an infinite number of orders. H = ∞.

For the case of k = 1, we get the following relations.

pn =
k

∑
n=1

βn

zn+1
n

;

βn = −
k

∏
n=1

(zn − 1)

{
d
dz

k

∏
n=1

(zn − z)

∣∣∣∣∣
z=zn

}−1

;

M{N} =
k

∑
n=1

1
zn

;
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D{N} =
k

∑
n=1

1
z2

n
.

For the case of k = ∞, we get the following relations.

pn =
1
n!

θnHn−1e−θH ;

M{N} = θ;D{N} = 0.

Calculations were made on a computer using formulas obtained above. Various
combinations of the Erlang distribution parameter k, group service parameter H and queue
system load θ were used. The parameter values were selected as follows:

k = 1, 2, 3, 10, ∞; H = 1, 2, 3, . . . 12, 24, ∞; θ = 0.05; 0.1; 0.2; 0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9; 0.95; n = 0, 1, 2, 4, 8, 16, 32,
64, 128, 256, 512.

For these values, the dependencies of the system state probability distributions
(Figure 3) were calculated, as well as the mean of the queue length M {N} (Figure 4) and
the variance of the queue length D {N} (Figure 5).
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To emphasize the behavior of the mean and the variance of the length of the queue,
they are led to a dimensionless shape in the graphs.

MN = M[N]/H; DN = D[N]/H2

From the analysis of the resulting constraints, you can draw the following conclusions.
1. The following conclusions can be drawn from Figure 3. With large load values

(θ = 0.9 ÷ 0.95), the distribution of probabilities of the state of the system and the relative
average length of the queue and its variance significantly depend on the nature of the
service time distribution law determined by the parameters k and H of simultaneously
serviced compressed data. The strongest dependence occurs at small values of k and H;
with an increase in k and H, the dependence decreases, and, at H→∞ (almost at H > 20),
constant values are set. With small values of the system load (θ = 0.1÷ 0.3), this dependence
is weak.

2. With an increase in the number of orders in the group, the relative length of the
queue and its variance quickly tend to their asymptotic values. Thus, extreme queue
lengths are reached at the boundary of the function modification area M{N} and D{N}
(Figures 4 and 5).

3. With a system load of 0.95, regular service improves the system performance by
5–20 times compared to exponential service.

4. With an increase in the number of compressed data in the group of more than 10, the
characteristics of the system are almost the same for any laws of service time distribution.

5. The variance of the queue lengths when the system is loaded at θ = 0.3 and θ = 0.95
differ by almost an order of magnitude. This follows the advantage of associative stream
shaping over other compression methods, since it easily implements the control of system
load amount.

In conclusion, we note that the results obtained are of great practical importance. The
dependencies shown in Figures 3–5 can be used to select the memory size of the associative
memory when designing spacecraft telemetry compression devices.

This article discusses the issue of formation of output streams of compressed data
in radio telemetry systems of spacecraft. Radio telemetry systems of spacecraft differ in
a number of features that are not inherent in other radio communication systems. These
features, firstly, include the need to process and transmit data to Earth at a real pace.
Secondly, on-board radio telemetry systems are subject to restrictions on mass and overall
characteristics and power consumption. Since, in radio telemetry systems of spacecraft,
it is necessary to process huge amounts of data in a short time, this leads to the need to
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optimize the characteristics of on-board computing systems. Such characteristics include,
but are not limited to, the amount of onboard memory.

Various data compression techniques are typically used to process data in spacecraft
radio telemetry systems. This causes the output data transmitted to the radio communica-
tion channel to be generated randomly depending on the compression algorithm used. In
this case, transmission via radio communication channels should be carried out uniformly
in time. This leads to the need to use special buffer memories, the input of which receives a
random data stream, and, at the output, a uniform output data stream is formed. In addi-
tion, in existing radio telemetry systems of spacecraft, grouping of compressed data streams
according to some features is required. This makes it necessary to sort the compressed
data into streams. Therefore, it is advantageous to use associative-type buffer memories in
radio telemetry systems of spacecraft. Optimizing the parameters of the associative storage
device is an urgent task in view of the restrictions on mass-dimensional characteristics and
power consumption.

Since the compressed data stream arriving at the input of the channel matcher is
a random process, and the service process is generally also random, we considered the
associated storage device as a queue system in an analytical study. At the same time,
we considered a queue system with Poisson incoming flow, group service and an Erlang
service interval distribution.

In the article, the tasks of analyzing the process of formation of compressed data
streams are to obtain performance characteristics of an associative memory with an output
stream formation circuit and to determine the parameters of the output streams of com-
pressed data. Such characteristics are the average value of the queue length M{N} in the
ASD, the variance of the queue length D{N} in the ASD and the probability of pn given
a number of n compressed data in the associative memory (including the probability of
emptying and the probability of memory overflow).

The procedure for analyzing the queue system is well developed for Markov circuits.
In this case, the basic equation for analysis is the Chapman–Kolmogorov equation. As is
known, the state of the queue system in arbitrary service time allocation does not form
a Markov chain. Therefore, it is impossible to use the known Chapman–Kolmogorov
equations to determine the probabilistic characteristics of the flow formation process.
Therefore, we used the Kendall method, called the nested Markov chain method. In the
article, we show that, at the moments of time immediately preceding the end of service
of a group of orders, the states of the queue system with Poisson incoming flow and
arbitrary distribution of service time form a Markov chain (regeneration points), and the
system can be described by Chapman–Kolmogorov equations. This steady-state equation
is converted into a set of equations describing the state of the queue system. To solve this
system of equations, we used the method of producing functions. The resulting relations
are dependencies on the values of some variable zj, which are the roots of the equations of
the corresponding producing functions. The calculation of the roots of zj was carried out
iteratively according to a standard program.

The article presents the final results for some marginal Erlang distribution cases.
These limit cases are as follows: 1. Group service. The service interval is distributed by
exponential law. 2. Group service. The service interval is constant. 3. Ordinary service.
4. Group service with an infinite number of orders.

5. Conclusions

The article obtained the necessary dependencies to determine the parameters of the
associative storage device: the average value of the queue length M{N} in the associative
storage device, the variance of the queue length D{N} and the probability of pn given a
number of n compressed data in the associative storage device.

The results obtained are of great practical importance. The dependencies shown in
Figures 3–5 can be used to select the memory size of the associative memory in the design
of spacecraft telemetry compression devices.
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