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Abstract: The popularization of the internet and the widespread use of smartphones have led to
a rapid growth in the number of social media users. While information technology has brought
convenience to people, it has also given rise to cyberbullying, which has a serious negative impact.
The identity of online users is hidden, and due to the lack of supervision and the imperfections of
relevant laws and policies, cyberbullying occurs from time to time, bringing serious mental harm and
psychological trauma to the victims. The pre-trained language model BERT (Bidirectional Encoder
Representations from Transformers) has achieved good results in the field of natural language
processing, which can be used for cyberbullying detection. In this research, we construct a variety of
traditional machine learning, deep learning and Chinese pre-trained language models as a baseline,
and propose a hybrid model based on a variant of BERT: XLNet, and deep Bi-LSTM for Chinese
cyberbullying detection. In addition, real cyber bullying remarks are collected to expand the Chinese
offensive language dataset COLDATASET. The performance of the proposed model outperforms all
baseline models on this dataset, improving 4.29% compared to SVM—the best performing method in
traditional machine learning, 1.49% compared to GRU—the best performing method in deep learning,
and 1.13% compared to BERT.

Keywords: social media; cyberbullying detection; deep learning; language model

1. Introduction

With the rise of Chinese social media platforms such as Weibo, TikTok and Little Red
Book, users can post content on the platforms in a variety of forms such as short videos,
texts, and photos. While the internet has brought convenience to socialization, it has also
generated many problems such as hate speech, social distrust, identity impersonation and
cyberstalking [1], exacerbating the occurrence of cyberbullying and creating a series of
negative impacts.

Cyberbullying is a type of bullying behavior in the virtual public space on the in-
ternet, with characteristics that differ from traditional bullying [2]. So far, there is still
no consensus on the definition of the term cyberbullying, and a variety of terms have
been used in the related literature, such as “online-aggression”, “internet harassment”,
“online bullying” and “electronic bullying” [3,4]. However, cyberbullying is consistently
described as bullying behavior with a malicious attack initiated against another person
through electronic means of communication [5]. Pieschl et al. [6] categorized five types of
cyberbullying: inflammatory (online fighting using online messages with harassing and
vulgar language), harassment (insulting and threatening the victim using vulgar language),
defamation (spreading rumors about the victim to damage his/her reputation), imper-
sonation (acting under the identity of the victim), exposure and deception (by publicly
exposing the victim’s private information), and ostracism (deliberate exclusion or isolation
of the victim in group-related online activities).

Some people, who are psychologically immature and impulsive, often act as “keyboard
warriors” and make vicious comments on social media platforms. Aggressive speech
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involving attacks, insults and denigration often lead to the victim’s mental breakdown,
anxiety, loneliness, depression, and even suicidal behavior [7]. Due to the popularity
of the internet and smartphones, cyberbullying happens all the time, leaving the victim
feeling powerless [8]. Because of the anonymity of cyberspace, the victims often do not
know the real identity of the bullies, which makes them become more fearful in real
life and experience more serious psychological problems [9]. Therefore, the detection of
cyberbullying becomes very important, and there is an urgent need for technological means
to stop and intervene in the occurrence of cyberbullying.

A study of 63 documents from around the world showed that the incidence of cyberbul-
lying in the surveyed populations ranged from 6.0% to 46.3%, and the rate of cyberbullying
victimization ranged from 13.99% to 57.5%. The rates are still increasing year by year [10].
The seriousness of cyberbullying can be shown clearly in these data. Due to the hidden and
anonymous nature of the internet, if the regulation is not in place, the tendency towards
cyberbullying of some internet users will intensify. The abusers post malicious remarks
containing multiple dimensions such as incitement, hatred, aggressiveness, sexism, harass-
ment, defamation, through comments, posts, private messages and other forms, causing
serious harm to the victims. Cyberbullying detection is important for timely intervention
and prevention of bullying to establish a civilized social network environment.

In order to detect cyberbullying in time and reduce its harm, this research investi-
gates the methods of cyberbullying detection on Chinese social platforms, and the main
contributions are as follows:

1. A hybrid model for cyberbullying speech detection based on XLNet and deep Bi-LSTM
is proposed. XLNet combines the advantages of autoregressive (AR) and autoencod-
ing (AE) language models and overcomes their limitations, and after deep Bi-LSTM
bidirectional coding, it improves the accuracy of Chinese cyberbullying detection.

2. The Chinese offensive language dataset (COLDATASET [11]) was relabeled and
expanded. In total, 1.66k offensive remarks crawled from 10 real cyberbullying
incidents that happened in recent years as well as one-star bad reviews from the
Chinese community website Douban were added. While adding more features of
cyberbullying language, the data is balanced as much as possible to avoid the problem
of model bias caused by over- or under-sampling.

3. A variety of methods using traditional machine learning, deep learning and Chinese
pre-trained models are used as baseline for experiments on the expanded dataset to
detect whether textual speech involves cyberbullying. The detection performance
between different methods is also compared.

2. Related Work
2.1. Detection of Cyberbullying

So far, most of the research on cyberbullying detection has been carried out based on
textual datasets, which can be regarded as text classification, and natural language process-
ing techniques, machine learning and deep learning are widely used. Early approaches
to cyberbullying detection, mostly based on supervised machine learning, were carried
out through the use of dirty word dictionary detection and manual feature extraction. The
researchers used feature vector representation of TF-IDF, N-gram, bag-of-words model
method feature vectors, and used algorithms such as Support Vector Machines, K-nearest
neighbors, Decision Trees, Naive Bayes, Random Forests for text classification. However,
such detection methods are less accurate and unable to understand the semantic informa-
tion of the sentence. The detection scope is also limited. Yin et al. [12] carried out earlier
research on network harassment detection, which constructed local features, emotional
features and contextual features to train SVM classifiers, and used oversampling methods
to overcome the imbalance of the dataset. The results show that TF-IDF with emotional
contextual features outperforms the detection methods of N-gram and the dirty word
dictionary, which provides a reference for the early identification of malicious network
users and the detection of criminal activities.
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Reynolds et al. [13] manually labeled the data from the Formspring dataset, used
oversampling and increased the percentage of positive examples in the dataset to solve the
problem of data imbalance, and elucidated the shortcomings of the bag-of-words model.
They used machine learning algorithms such as C4.5 decision tree, JRIP, KNN, SMO for
training, and the better C4.5 decision tree and JRIP achieved an accuracy of 78.5% on
cyberbullying detection. Dinakar et al. [14] utilized a manually labeled YouTube com-
ment dataset for classification using various machine learning algorithms such as Naive
Bayes, JRIP, J48 and SMO. The results showed that binary classification for single specific
labels used for cyberbullying detection outperforms the multi-category classifiers, JRIP
achieved the best results and SMO is steadier. Sarna et al. [15] used Twitter data crawled
through keywords in three categories of direct cyberbullying, indirect cyberbullying and
non-cyberbullying for user behavior and trustworthiness analysis. Four machine learning
algorithms, namely KNN, Decision Tree, Naive Bayes, and SVM, were used to observe the
performance of cyberbullying detection. Islam et al. [16] used two feature vector represen-
tations, Bow and TF-IDF, to analyze the performance on four different machine algorithms,
namely Decision Tree, Naive Bayes, Support Vector Machine, and Random Forest. The
experimental results show that the feature vector representation TF-IDF achieves higher
accuracy than bag-of-words Bow, as well as the excellent performance of the machine
learning algorithm SVM for cyberbullying detection.

With the rise of deep learning, neural network structures have made it possible to
extract deep semantic information about textual content, with higher prediction accuracies
than traditional machine learning algorithms. More and more scholars are using deep
learning algorithms as cyberbullying detection methods, including convolutional neural
networks (CNN), recurrent neural networks (RNN), and their variants long short-term
memory (LSTM), gated recurrent unit (GRU) to improve the performance of the model by
incorporating bi-directionality (Bi), attention mechanisms, and network structures such
as CapsNet.

Zhang et al. [17] introduced the attention mechanism into the Bi-RNN network struc-
ture to recognize cyberbullying texts in the first stage, and to detect the bullies who send
offensive remarks and evaluate the severity of their attacks in the second stage. The ex-
perimental results achieved the highest score in comparison with SVM, logistic regression,
and CNN. Dewani et al. [18] filled the gap of Roman Urdu in cyberbullying detection by
applying data preprocessing methods such as deduplication of words and slang mapping
for data cleaning, and constructed three deep learning models, namely CNN, RNN-LSTM,
and RNN-BiLSTM for cyberbullying detection. The results showed the effectiveness of
RNN-LSTM and RNN-BiLSTM. Eronen et al. [19] applied feature density (FD) to the field
of cyberbullying detection, measured the complexity of the dataset after preprocessing the
data using Pos, Tokenization, Lemmatization, NER, Stopword filtering, etc. and observed
its effect on the efficiency of the classifier. Experiments are conducted on datasets in three
different languages: English, Japanese and Polish. The results show that text preprocessing
improves the performance of the classifier, and feature density is applied differently in
different languages. The increase in feature density makes the machine learning algorithm
performance decrease, but the result is opposite for CNN. Kumar et al. [20] proposed a
hybrid model consisting of Bi-GRU, Attention, and CapsNet network structures, which
achieved the best performance among the compared algorithms by achieving F1-scores of
94.03 and 93.89 on Formsping.me and Myspace datasets, respectively. Ablation experiments
were also conducted to perform variants on Bi-GAC, replacing Bi-GRU with Bi-LSTM and
CapsNet with CNN. The results showed that Bi-GAC still achieved better results than the
other two variants. Yuvaraj et al. [21] designed an artificial neural network model ANN-
DRL with reward and punishment decision making for cyberbullying speech classification.
They used three methods of feature selection from data: information gain, chi-square X2,
and Pearson correlation coefficient. The results achieved 80.69% accuracy and showed
better performance in comparison with traditional machine learning algorithms.
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The emergence of large pre-trained language models, represented by BERT, has set
several NLP task records. Since then, pre-trained language models have turned into a
mainstream method to solve natural language processing tasks, and they can also be
used for cyberbullying detection. The pre-training of large unsupervised corpora enable
the models to reach a higher level in understanding contextual semantics, which further
improves the prediction accuracy.

Paul et al. [22] applied the BERT model to cyberbullying detection and achieved
the best performance on Twitter, Wikipedia and FormSpring compared to traditional ma-
chine learning via SVM, LR and deep learning algorithms such as CNN, RNN+LSTM
and Bi-LSTM. The study compressed the large pre-trained model BERT to a smaller
model by knowledge distillation, which resulted in significant computational savings
by greatly reducing the number of model parameters and speeding up the execution
as compared to BERT. Tripathy et al. [23] achieved the best performance on the Twitter
dataset by fine-tuning the ALBERT pre-trained model, beating the comparative experiments
CNN+wordvec, CNN+GRU, BERT-base+CNN, GPT-2, and other cyberbullying detection
methods. Zinovyeva et al. [24] investigated the possibility of using deep machine learning
and natural language processing to achieve the detection of antisocial online behavior,
covering such structures as bidirectional coding, attention mechanisms, and hierarchical
text representation. They design comparison experiments between traditional machine
learning and deep learning, comparison experiments among bidirectional coding, pooling
and attention, and comparison experiments between different scales of BERT and knowl-
edge distillation. The experimental results show the best performance of the BERT model
in antisocial online behavior. It also proves that there is no unique algorithmic structure
that can beat other models on all datasets.

2.2. Limitations of Existing Research

There is a large amount of literature which focuses on English language cyberbullying
detection research, but there are fewer studies on Chinese language cyberbullying detection,
which may be caused by the complexity of the Chinese language and the lack of Chinese
language cyberbullying datasets. Jahan et al. [25] suggests the same conclusion. As the
most spoken language in the world, the Chinese language has very limited research in the
field of hate speech detection. He attributed one reason to the lack of Chinese datasets
in the relevant competition workshops, while the multilingual tasks of the competitions
supported the research efforts of researchers from other parts of the world. The API
interfaces provided by social platforms such as Twitter and the establishment of the Kaggle
competition platform have made it easier to construct and obtain English datasets. English
cyberbullying datasets such as Formspring, Myspace, Twitter, and YouTube are currently
more common and researchers mostly base their studies on them.

In the study of Chinese cyberbullying, Li [26] used Yisurvey to crawl more than
1.4 million comments on Sina Weibo, and after NLPIR segmentation, six types of Chinese
offensive words involving abusing, sexual cursing, etc. were manually selected and a
lexicon of cyberbullying words was constructed. Zhong et al. [27] crawled more than
43,000 posts and comments from five domains of cyberbullying incidents on Sina Weibo
through Python crawler technology to analyze the linguistic features of cyberbullying
incidents in five domains, including education, entertainment, society, finance, and sports.
Zhang [28] selected 26 war-citing texts from WeChat subscription accounts that often
published irritating articles to build a corpus of incitement behaviors in cyberbullying and
identify cyberbullying vocabulary through statistical methods.

The above studies on Chinese cyberbullying detection have the following characteristics:

1. The research is mostly conducted from the perspective of bullying vocabulary. Some
social media platforms have the function of keyword filtering and blocking so that
bullying words cannot be displayed. However, more bullying behaviors use implicit
remarks such as mockery, innuendo, rhetorical questions and denigration. Although
they do not include direct bullying vocabularies, they may cause serious psychological
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harm to the victims. Therefore, it is not enough to rely only on the judgment of
keyword filtering for this kind of behavior, and it is necessary to dig deeper into the
semantics for the judgment of bullying behavior.

2. There is still no standardized dataset for the detection of Chinese cyberbullying. For
the study of cyberbullying, most of the scholars crawled from social media platforms
to construct datasets, and unfortunately, none of the above studies have disclosed the
datasets used.

Aiming at the above two problems, we use deep learning algorithms as well as pre-trained
language models to understand the semantic information at a deeper level. This study is
based on the publicly available Chinese offensive language dataset COLDATASET [11] which is
expanded by adding offensive language from real cyberbullying incidents and Douban one-star
bad reviews. It covers both explicit bullying and implicit bullying, through which a more
comprehensive account of Chinese cyberbullying detection can be conducted.

3. Methodology

The technique of mapping words to real vectors is known as word embedding, which
is a vector representation of the meaning of a word and can also be considered as a vector
representation of the features of a word [29]. It is a necessary process to transform text into
machine-recognizable input. Although one-hot coding implements a vector representation of
words, it does not assign word weights and cannot accurately represent the similarity between
different words. TF-IDF solves this problem by quantifying the importance of words with
respect to other words in the document and the corpus. However, due to an oversized lexicon,
both one-hot and TF-IDF suffer from the problem of excessive dimensionality and sparsity
of the vector representation, and they are often used as text representations for traditional
machine learning. The self-supervised pre-training model Word2vec solves the above problems
and becomes more insightful for semantic understanding. Word2vec contains two models,
skip-gram and CBOW, which predict the context through the center word and predict the center
word through the context, respectively. It aims at maximum likelihood estimation and uses a
large corpus to train a shallow neural network that projects words into a vector space, allowing
the vectors to better express similar relationships between different words. It is often used as a
text representation for deep learning models.

Pre-training of Deep Bidirectional Transformer (BERT) [30] drove the research boom
in pre-training language models. Since then, large-scale pre-training models have been
emerging and breaking records in the field of NLP. BERT adopts a transformer model
structure which is completely different from that of CNN and RNN, and uses a large
unsupervised corpus to pre-train the model through two tasks, masked language model
(MLM) and next sentence prediction (NSP). It endows the model with the ability to learn
the contextual information as well as the semantic information at the sentence level. And it
can be applied to the downstream tasks by fine tuning, which allows the two-stage training
strategy of pre-training + fine tuning to become the mainstream approach to solve natural
language processing problems. The ELMo [31] and GPT [32] pre-training models that
appeared before BERT have achieved good performance on natural language processing
tasks, which shows the effectiveness of pre-training models in handling NLP tasks.

The language models in the field of NLP can be broadly classified into two categories,
AR: Autoregressive Language Model and AE: Autoencoding Language Model [33]. AR
language models, represented by ELMo and GPT, are trained by unidirectional encoding
and cannot deeply model bi-directional contextual information. However, downstream
language understanding tasks often require bi-directional contextual information, which
limits the performance of AR language models in handling some non-generative NLP tasks.
The AE language model, represented by BERT, adopts the MASK mechanism instead of
partial tokens, and the model predicts the tokens that are masked based on the context. This
empowers AE language models to utilize contextual information for bidirectional models,
which compensates for the lack of unidirectional model in AR language models. Denoising
Autoencoder language models like BERT introduce MASK tokens on the input side of the
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pre-training phase, but do not use them in the fine-tuning phase of the downstream task.
This discrepancy between the pre-training and fine-tuning phases imposes a certain loss
on the performance of the model. Yang et al. [33] proposed a generalized autoregressive
model, XLNet, which fully combines the advantages and overcomes the limitations of the
AR and AE language models, and achieved better performance than BERT on 20 NLP tasks.

In deep learning algorithms, recurrent neural networks can handle sequential text
data, but cannot handle long dependencies between words when the sequence is too long.
LSTM and GRU overcomes the difficulty that RNN cannot handle long dependencies
well and solves the problem of gradient vanishing and gradient explosion. Compared
with GRU, LSTM has a more complex model structure as well as more parameters, and
its memory cell can store more information. Bidirectionality gives the recurrent neural
network the ability to simultaneously capture information from context [34], which seems
to achieve good results in the field of cyberbullying detection [17,20]. For the construction
of a cyberbullying detection model, this research makes attempts from two aspects:

First, can XLNet achieve better results than BERT in Chinese cyberbullying detection?
Second, can the hybrid model of XLNet and deep Bi-LSTM further improve the

detection performance?

3.1. Proposed Method

Therefore, this research proposes a hybrid detection model based on XLNet and deep
Bi-LSTM. The proposed model structure is shown in Figure 1. Algorithm 1 illustrates
the detection model and training process. The detection model consists of three key
components: representation learning, encoding and classification. The overall approach
of pre-training + fine-tuning is adopted for training. The XLNet-Chinese version [35] is
used as the embedding layer for representation learning to generate feature vectors for
contextual information, which is obtained by pre-training the XLNet model with a large
number of Chinese corpora, such as Chinese Wikipedia and Q&A. The token and location
information of the detected speech are processed by tokenizer and input to the pre-trained
XLNet model. After being encoded by the two-stream self-attention mechanism, the hidden
state of the last layer is used as the input of the Bi-LSTM layer. The forward and backward
direction sequences of the hidden state of the last layer of XLNet are input to the deeper
Bi-LSTM for further encoding, and a dropout layer is added to alleviate overfitting. Next,
the concatenate layer connects the LSTM hidden states of forward and backward direction
sequences at time step t to obtain the bi-directional information combining the context
of the input sequences. Finally, the judgment of cyberbullying speech on the internet is
obtained after dimensionality reduction by the linear layer.

Figure 1. Proposed model.
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Algorithm 1 Cyberbullying detection model and training process

Input: {(xn, yn)}N
n=1, training set; θ, the initial parameters

Output: θ̂, the trained parameters
Parameters: nl, the number of lstm layers; cl, the number of classifications
Hyperparameters: Nepochs; lr, learning rate

1: for i = 1, 2, · · · , Nepochs do
2: for n = 1, 2, · · · , N do
3: l ← length(xn)
4: for t = 1, 2, · · · , l do
5: xn[t]← token_id + mask
6: end for
7: hn ← Chinese_xlnet(xn|θ)
8: hn ← Bilstm(hn|nl)
9: hn ← Linear(hn|cl)

10: Predictn ← Argmax(hn)
11: loss(θ)← Cross_entropy(Predict, y)
12: θ ← θ − lr · loss(θ)
13: end for
14: end for
15: return θ̂ = θ

3.2. Embedding Layer

First, the tokenizer encodes the token and position embedding information of the
detected speech and passes it as input representation to XLNet. XLNet uses the permutation
language model objective as shown in Equation (1). Compared with BERT, this objective
preserves the AE language model while giving the model the ability to capture bi-directional
contextual information, realizing the combination of the advantages of AR and AE models.
Instead of disrupting the order of the input sentences, permutation implements the order
of factorization through an attention mask in the transformer architecture. Therefore, this
method maintains the order of the original input sequence and avoids the discrepancy
caused by the mask in the pre-training and fine-tuning stages.

max
θ

Ez∼ZT [
T

∑
t=1

logpθ(xzt |xz<t)] (1)

To address the lack of target position information in the transformer model, the
position information of the current predicted token is introduced into the model, as shown
in Equation (2), and two-stream self-attention is designed to solve the representation
problem in the model by introducing two sets of hidden representations, content and query.
Content hidden representation is shown in Figure 2a, which encodes the context and the
content and position of the current prediction word. It is consistent with the standard
transformer. The query hidden representation is shown in Figure 2b, which encodes only
the context and positional information of the current prediction word, but not the content
information of the current prediction word. The computation process of two-stream self-
attention is shown in Figure 2c. Content hidden state is set to word embedding, while
query hidden state is initialized to trainable variables, which is fed into self-attention and
computed layer-by-layer. The last layer of the query hidden state is used to compute the
Equation (2). For the fine-tuning stage of the downstream task, the query stream can be
discarded and only the content stream is used.

pθ(Xzt = x|xz<t) =
exp(e(x)T gθ(xz<t , zt))

∑
x′

exp(e(x′)T gθ(xz<t , zt))
(2)

Partial prediction is used to address the problem of excessive computation due to
alignments in the permutation language model. The hyperparameter K is introduced so
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that the last 1/K tokens of the rearranged sequence are selected for prediction, thus saving
speed and memory. In addition to this, XLNet incorporates the strengths of Transformer-
XL [36], Segment Recurrence Mechanism and Relative Positional Encoding, which improve
on the shortcomings of transformer’s input of long sequences as well as the positional
encoding problem, respectively. Regarding the training loss, XLNet only uses the loss
of permutation language model but not the loss of next sentence prediction like BERT,
which is more suitable for dealing with text classification problems such as cyberbullying
detection. The details of the XLNet model are shown in Figure 2.

Figure 2. Two-stream self-attention and permutation language model training process [33].

3.3. Bi-LSTM Layer

Due to the shortcomings of the short-term memory of RNNs, it is difficult to transfer
the information from earlier time steps to later time steps when dealing with longer
sequences, which leads to the problem of losing important information at the beginning of
the sequence. This is caused by the problem of gradient vanishing during backpropagation.
As the length of the sequence increases, the successive products of matrices of the chain
rule may make the gradient information of earlier time steps become smaller and smaller,
so that learning becomes slow or even stops. The emergence of LSTM is a good solution to
the problem of gradient vanishing and gradient explosion. As a variant of RNN, LSTM
controls the degree of forgetting of historical information and retention of input information
through a memory cell and three gate structures. The memory cell realizes the function of
information transfer, which ensures that even information from earlier time steps can be
transferred to subsequent time steps, thus allowing sequential information to be passed on
all the time. The gate structures implement the function of adding or deleting information
to the memory cell. The forget gate determines what information is retained or forgotten
from the memory cell. The input gate determines what new information is added to the
memory cell, and the output gate will determine the hidden state and the output value for
the current time step based on the current state of the memory cell. The long short-term
memory unit is illustrated in Figure 3. The formula for the LSTM cell is shown in the
Equations (3)–(8) [29]. After encoding by the XLNet model, the 768-dimensional tensor is
input into LSTM with a hidden layer dimension of 768.

It = σ(XtWxi + Ht−1Whi + bi) (3)

Ft = σ(XtWx f + Ht−1Wh f + b f ) (4)

Ot = σ(XtWxo + Ht−1Who + bo) (5)



Information 2024, 15, 93 9 of 18

C̃t = tanh(XtWxc + Ht−1Whc + bc) (6)

Ct = Ft ⊙ Ct−1 + It ⊙ C̃t (7)

Ht = Ot ⊙ tanh(Ct) (8)

It is the input gate, Ft is the update gate, Ot is the output gate, C̃t is the candidate
state at time t, Ct is the updated cell state at time t, Ht is the final hidden state at time t,
Xt is the current input at time t, and Ht−1 is the hidden state at time t− 1. Wxi, Wx f , Wxo,
Wxc∈ Rd×h, Whi, Wh f , Who, Whc∈ Rh×h, bi, b f , bo, bc∈ R1×h. σ are the sigmoid activation
function mapping values between 0 and 1. tanh is the tanh activation function mapping
values between −1 and 1. ⊙ is the Hadamard product.

Figure 3. Long short-term memory (LSTM) cell architecture.

This work uses a four-layer bi-directional LSTM to encode the sequence from the
forward and backward directions, respectively, and connects the hidden states of their
last time step. The dropout value is set to 0.1, which makes all neurons stop working
with a certain probability and play a regularization role. It can alleviate the occurrence
of neural network overfitting to a certain extent. The connection layer connects the two
768-dimensional tensors to obtain a 1536-dimensional tensor, which gives the model the
ability to capture contextual information simultaneously. It understands the context better
than unidirectional LSTM when making predictions about the text. Therefore, it may
achieve better performance. The formula is shown in the Equations (9)–(11):

→
ht = LSTM(xt, ht−1), t ∈ [1, T] (9)

←
ht = LSTM(xt, ht−1), t ∈ [T, 1] (10)

ht =
→
ht ⊕

←
ht (11)

xt is the current input at time t. ht−1 is the hidden state at time t− 1.
→
ht and

←
ht are the

forward and backward hidden states at time t.
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3.4. Output Layer

The last layer of the detection model is the fully connected layer. The input tensor is
multiplied with the weight matrix and then added with the bias matrix to perform a linear
transformation operation for dimensionality reduction of the input tensor. In this work, the
1536-dimensional tensor from the concatenate layer is reduced to two dimensions to obtain
a binary classification, which ultimately categorizes the detection speech into cyberbullying
and non-cyberbullying types.

4. Experiment
4.1. Dataset

The first open-source Chinese offensive language dataset COLDATASET [11] is used
for cyberbullying detection. It contains three aspects of cyberbullying speech, namely
gender antagonism, regional discrimination and racism and is derived from real data on
two Chinese social platforms, Weibo and Zhihu. Since the dataset was constructed using
a semi-automatic approach to annotation, there is still some noise in the samples. In this
research, the dataset is merged, 155 duplicates are removed, and the dataset is re-labeled
manually to improve the training quality. A total of four postgraduate students who
regularly use Weibo and Zhihu social platforms were organized. Rules were set up: for
each text, when the labeling result of all of them reached a consensus and was contrary to
the result of the original dataset, the labeling of the original data was changed, otherwise it
remained unchanged.

In addition, the dataset is expanded by crawling 1.66k offensive remarks from 10
real cyberbullying incidents that happened in recent years, as well as one-star movie
reviews from the Chinese community website Douban. This ensures that the data is as
balanced as possible as well as adding more cyberbullying language features. This helps
avoid the problem of model bias due to data imbalance using oversampling or down-
sampling, and helps the model to learn more implicit and explicit features of cyberbullying.
The optimization of social platforms makes it difficult to collect the offensive speech of
cyberbullying incidents. In this research, we collect data by searching media reports,
victims’ social platforms and screenshot retention of anti-violence people. Finally the
data is merged, randomly disrupted and divided. The statistics of the divided dataset
COLDATASET* are shown in Table 1. The training set contains 28,991 texts with an average
character length of 46.7. The validation set contains 5000 texts with an average character
length of 46.6. The test set contains 5000 texts with an average character length of 47.0. The
cyberbullying incidents are shown in Table 2.

Table 1. Statistic of the dataset.

COLDATASET* Cyberbullying Non-Cyberbullying Total avg#char min#char max#char

Train 14,488 14,503 28,991 46.7 1 1217
Dev 2500 2500 5000 46.6 1 150
Test 2500 2500 5000 47.0 1 155
Total 19,488 19,503 38,991 46.7 1 1217

4.2. Experimental Settings

For the reconstructed COLDATASET*, traditional machine learning, deep learning
and pre-trained language models are designed as baseline for comparison experiments.
For traditional machine learning methods, the Chinese word segmentation tool JIEBA is
used to segment Chinese characters, and then the TF-IDF method is used for text represen-
tation. Logistic, SVM, and Multinomial NB, which are more suitable for text categorization,
and Random Forest algorithm with a decision tree of 100 are used as the classifiers for
cyberbullying detection.
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Table 2. Cyberbullying incidents.

Identifier Cyberbullying Incident

Case 1 Niu Yu, a girl who survived the Wenchuan earthquake, was viciously abused

Case 2 Hangzhou Girl Zheng Linghua committed suicide due to cyberbullying over
her pink hair

Case 3 Internet celebrity Guan Guan committed suicide due to cyberbullying
Case 4 100 Day Pledge Speech Girl gets cyberbullied
Case 5 Family-seeking boy Liu Xuezhou killed by cyberbullying
Case 6 Married mother Tang committed suicide due to cyberbullying
Case 7 Dr. An committed suicide due to cyberbullying

Case 8 Wuhan Sugar Water Grandpa who sold 2 Yuan sugar water suffered from
cyberbullying

Case 9 A woman jumped from a building after suffering from cyberbullying because
she gave the delivery boy 200 yuan to show thanks

Case 10 An oolong incident about a Tsinghua senior falsely accused a junior student of
sexual harassment

For deep learning method, the pre-trained word2vec word embedding model is
used to initialize the word vector representation of the split text. The Word2vec word
embedding model is trained by using the Baidu encyclopedia corpus, and the weights of
the word embeddings are learned through the skip-gram neural network structure. The
dimensionality of the word embeddings is 300. The embedding layer is followed by using
TextCNN [37], RNN and its variants including LSTM [38], GRU [39] and Bi-LSTM, Bi-GRU
is used as a comparison experiment for cyberbullying detection.

For pre-trained language models, in addition to BERT and XLNet, this work also uses other
Chinese pre-trained models as comparison experiments for cyberbullying detection to observe
their performance, including a total of eight pre-trained language models, namely, RoBERTa [40],
AlBERT [41], ERNIE [42], LERT [43], MacBERT [35], and ELECTRA [44] for. Among them, the
Chinese versions of XLNet, RoBERTa and ELECTRA were trained by Cui et al. [35].

RoBERTa was released by Facebook AI, which made the following adjustments to
BERT: (1) A larger batch size, more training data, and longer training time are used in
model training. (2) NSP loss is removed. (3) Dynamic Masking is used, which means that
each time a sequence is fed into the model, a new masking pattern is generated. These
allowed RoBERTa to achieve state-of-the-art results on the GLUE, RACE and SQuAD tasks.

ALBERT is a lightweight BERT model released by Google that uses a smaller model. It
reduces the overall number of parameters, speeds up training but achieves better perfor-
mance. This research uses the Chinese version of ALBERT.

ERNIE was released by Baidu. Compared with BERT, ERNIE 1.0 improves two
masking training strategies, one is a phrase-based masking strategy, and the other is an
entity-based masking strategy. This research use ERNIE 3.0 [42] with a larger model and
data size, which achieved state-of-the-art results on 54 Chinese NLP tasks.

LERT was released by HFL. Compared with BERT, it is a linguistically-informed aug-
mented pre-training model that incorporating multiple linguistic knowledge. In addition
to using the masked language model for pre-training, a linguistically informed pre-training
(LIP) strategy which employs three linguistic tasks including POS, NER, and DEP for train-
ing is proposed. The effectiveness of LERT was demonstrated by conducting experiments
on 10 Chinese natural language understanding tasks.

MacBERT was released by HFL and introduces an MLM as correction (Mac) language
model pre-training task to alleviate the problem of discrepancy between the pre-training
and downstream tasks. It uses similar words instead of mask tokens, and replaces them
with random words when no similar words are available. Whole word masking and
N-gram masking techniques are also introduced.

ELECTRA introduces a GAN-like learning task by replacing the MLM task with a
REPLACED token-detection task. It replaces tokens instead of masks by sampling from a
small generator network. The reconstructed sentences are sent to a discriminator network
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to determine if they have been replaced by a generator. Compared with Roberta and XLNet
models, ELECTRA achieves comparable results with less than 1/4 of the computation.

The parameters and hyperparameters are set as follows. The padding size is set to 64
because the average length of the dataset is 46.7. To improve the accuracy of the model,
this work increases the length of sequences that can be processed by deep learning as much
as possible within the machine’s allowable limits. The batch size is set to 128 to fully utilize
the GPU performance. For deep learning algorithms, the optimizer chooses Adam, with
a learning rate = 1 × 10−3, and the hidden layer neurons are set to 128 dimensions. For
pre-training language model, the optimizer chooses AdamW, with a learning rate = 5 ×
10−5, and the base version is used. The dropout rate was set to 0.1 and the early stop
mechanism is set to avoid overfitting. The training stops when the loss no longer decreases
for 1000 iterations.

The experimental environment is as follows: CPU: 12 vCPU Intel(R) Xeon(R) Platinum
8255C CPU @ 2.50 GHz. RAM: 43 GB. GPU: RTX 3090(24 GB) * 1.

4.3. Ablation Study

In addition, this research conducts ablation experiments to design a hybrid model of
XLNet with TextCNN, LSTM, GRU, and Bi-GRU, respectively, to observe their performance
in cyberbullying detection and the impact of increasing the number of recurrent neural
network layers. The results are shown in Table 3.

Table 3. Weighted average F1-score of ablation results.

Method
Layers

1 2 3 4 5 6

+TextCNN 0.9020 - - - - -
+Bi-GRU 0.9012 0.9022 0.9016 0.8997 0.9012 0.9010
+LSTM 0.8992 0.9028 0.9018 0.9018 0.8983 0.9016
+GRU 0.9004 0.9022 0.9006 0.9036 0.9015 0.8994

Proposed 0.8986 0.9012 0.9017 0.9043 0.9011 0.8990

5. Results and Discussion

In this research, we use precision, recall and F1-score as evaluation metrics to assess
the performance of cyberbullying detection methods in a Chinese experimental setting. The
problem of model bias caused by oversampling or down-sampling methods due to data
imbalance is avoided. To ensure the reliability of the results, each method is run multiple
times. In view of the instability of some models, the average value of the evaluation metrics
that were repeated five times was used as the final result.

Table 4 shows the results of traditional machine learning methods for Chinese cy-
berbullying detection. For the cyberbullying and non-cyberbullying categories, the SVM
method achieves the highest F1-score values of 0.8623 and 0.8595, respectively, which
exceeds other traditional machine learning algorithms. It can be seen that SVM can achieve
better performance on text classification tasks.

Table 5 shows the results of deep learning methods for Chinese cyberbullying detection.
The F1-scores of the deep learning methods used in this work outperform the traditional
machine learning methods in Table 4 except for RNN. GRU achieves the highest F1-score in
both cyberbullying and non-cyberbullying categories, and achieves the best performance
among the deep learning methods. RNN performs poorly, most likely due to the problem
of vanishing gradient, but GRU and LSTM solve this problem well. TextCNN also has a
good performance, failing to surpass GRU but with very close results. It is worth noting
that the addition of bi-directionality does not increase the performance of GRU and LSTM,
but rather decreases their performance. This shows that bi-directionality does not improve
the performance of the model in all cases.



Information 2024, 15, 93 13 of 18

Table 4. Experiment results for traditional machine learning.

Method
Non-Cyberbullying Cyberbullying

Precision Recall F1-Score Precision Recall F1-Score

NB 0.8972 0.7328 0.8067 0.7742 0.9160 0.8391
SVM 0.8517 0.8752 0.8623 0.8717 0.8476 0.8595
LR 0.8442 0.8712 0.8575 0.8669 0.8392 0.8528
RF 0.8545 0.8388 0.8466 0.8417 0.8572 0.8494

Table 5. Experiment results for deep learning.

Method
Non-Cyberbullying Cyberbullying

Precision Recall F1-Score Precision Recall F1-Score

TextCNN 0.9027 0.8720 0.8871 0.8762 0.9060 0.8909
RNN 0.5129 0.9392 0.6635 0.6398 0.1080 0.1848
GRU 0.9018 0.8740 0.8877 0.8778 0.9048 0.8911
LSTM 0.9037 0.8592 0.8809 0.8658 0.9084 0.8866

Bi-GRU 0.9052 0.8636 0.8839 0.8696 0.9096 0.8891
Bi-LSTM 0.8867 0.8736 0.8801 0.8754 0.8884 0.8819

Table 6 shows the results of the pre-trained language models for Chinese cyberbullying
detection. The F1-scores of the pre-trained models used in this work outperform the deep
learning methods in Table 5, except for ALBERT. To improve the model performance,
these pre-trained language models are either tuned in parameters, or improved from mask
strategy, network structure, or considering linguistic knowledge and using a larger corpus
in the pre-training task. Although both ELECTRA and MacBERT take some approach
to eliminate the discrepancy of pre-training and fine-tuning, neither of them outperform
XLNet in weighted average F1-score in Chinese cyberbullying detection. The performance
of the base version of the lightweight ALBERT model is suboptimal. To achieve improved
detection results, it is recommended to utilize the large version. The weighted F1-score of
all compared methods is shown in Figure 4.

Table 6. Experiment results for pre-trained models.

Method
Non-Cyberbullying Cyberbullying

Precision Recall F1-Score Precision Recall F1-Score

BERT 0.9015 0.8824 0.8919 0.8848 0.9036 0.8914
XLNet 0.9147 0.8792 0.8966 0.8837 0.9180 0.9005

RoBERTa 0.8955 0.8944 0.8949 0.8945 0.8956 0.8951
ALBERT 0.8685 0.8744 0.8714 0.8735 0.8676 0.8706
ERNIE3.0 0.9062 0.8732 0.8894 0.8777 0.9096 0.8933

LERT 0.9147 0.8668 0.8901 0.8734 0.9192 0.8957
MacBERT 0.8967 0.8992 0.8979 0.8989 0.8964 0.8977
ELECTRA 0.9079 0.8716 0.8894 0.8765 0.9116 0.8937
Proposed 0.9100 0.8974 0.9037 0.8988 0.9112 0.9050

Table 3 shows the results of the ablation studies. On one hand, TextCNN, LSTM,
GRU and Bi-GRU are used to replace Bi-LSTM. On the other hand, the number of layers
of the bidirectional recurrent neural network is deepened to observe the performance of
the detection model. The results show that the proposed hybrid model achieves the best
performance at a layer number of four for Bi-LSTM, outperforming all baselines. As shown
in Figure 5, to some extent, the performance of the model can become better as the number
of layers of the network is deepened, but it does not lead to a sustained improvement. The
performance decreases when the model is too deep.

In summary, the F1-score of the proposed model reaches 90.43% on COLDATASET*.
As shown in Figure 6, it improves 4.29% compared to SVM, which is the best performer in
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traditional machine learning (TML) methods. It improves 1.49% compared to GRU, which
is the best performer in deep learning (DL) methods. And there is a 1.13% improvement
over BERT. The proposed model further improves on XLNet by 0.57% and outperforms all
baseline models on this dataset with good performance.

Figure 4. Comparison of weighted average F1-score for all methods.

Figure 5. The effect of deepening the layers of Bi-LSTM on the results of the proposed model.
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Figure 6. Comparison between the proposed model and four advanced methods.

6. Conclusions and Future Work

Cyberbullying has become a widespread social problem and may cause serious mental
and psychological harm to individuals. However, the huge amount of data on social media
platforms makes this behavior difficult to detect in a reasonable time, and it is far from
enough to rely only on manual supervision. Advanced technology for automatic detection
is required.

In this research, a hybrid model based on XLNet and deep Bi-LSTM is designed for
Chinese cyberbullying detection. XLNet, which fully combines the advantages of AR and
AE language models and overcomes their limitations, is used for representation learning.
The accuracy of Chinese cyberbullying detection is further improved after deep Bi-LSTM
bidirectional coding. The best performance is achieved in a baseline comparison with
the use of traditional machine learning, deep learning and Chinese pre-trained language
models. In addition, the original dataset is expanded to include bullying remarks from real
cyberbullying incidents and bad Douban reviews involving personal abuse. It avoids the
problem of model bias due to data imbalance using over- or under-sampling, and helps the
model to learn more implicit and explicit features of cyberbullying.

Although the dataset has been supplemented, it is still insufficient for the detection
of cyberbullying. In the future, more remarks related to cyberbullying incidents will be
collected and accumulated, and more textual information such as harmonic stems, abbrevi-
ations and slang will be supplemented to dig deep into features of the offensive language.
In addition to textual features, it is considered to try to incorporate user features into the
training of the detection model to observe the prediction performance and identify the bul-
lies. Due to constraints on machine performance, base versions of the Chinese pre-training
language model are used. Large versions of the Chinese pre-trained model may achieve
better performance. However, that would undoubtedly incur a greater computational cost.
As suggested by Bender et al. [45], it is also important to consider the environmental and
financial costs for the application of LLMs, as high costs can prevent some people from
benefiting from the advances made by LLMs. In the future, energy and computational
efficiency can be considered to be included in the model evaluation to achieve a balance
between performance and efficiency as much as possible.

Although the application of pre-trained large language models (LLMs) has improved
the performance of cyberbullying detection to a higher level, whether LLMs really have
“understanding” and “consciousness” is still a question that deserves further thinking and
research. Hamid [46] made an analogous experiment with ChatGPT and the Chinese Room



Information 2024, 15, 93 16 of 18

Argument, and put forward the view that ChatGPT and other LLMs lack true signs of
consciousness. It is also argued that if LLMs have comprehension, it does so statistically
rather than grammatically. LLMs are more like an abacus than a sentient mind. Hull [47]
makes the same observation that AI is unconscious. Bender et al. [45] describe large
language models in terms of stochastic parrots, viewing them as a system that combines
information probabilistically, splicing together large amounts of data for training in the
linguistic forms observed by the model without any reference to meaning. Hamid [48]
points out that AI lacks the brain’s innate mechanisms: fear behavior and the release of
neurotransmitters, to the point that it is difficult to build natural abilities to deal with
unusual situations in the face of surprises, and he suggests that this problem can be solved
by combining AI with nature-inspired methods and human-machine coexistence through
direct interaction between humans and algorithms.

There is still much debate regarding the impact of the rapid development of AI on
human-machine coexistence, as the risks arising from the inclusion of biases in pre-training
data, and the risks arising from applications that mimic humans, also require attention.
More meaningful things will be explored in the future to benefit more marginalized groups.
Of course, in addition to the detection of cyberbullying, the role of relevant laws and
regulations are indispensable to avoid the occurrence of cyberbullying. Only by educating
users about the law and enhancing their legal awareness and self-restraint can the problem
be solved fundamentally.

Author Contributions: Conceptualization, S.C., J.W. and K.H.; methodology, J.W.; software, J.W.;
validation, S.C.; resources, S.C.; writing—original draft preparation, J.W.; writing—review and
editing, K.H.; funding acquisition, K.H. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was supported by the National Key Research and Development Program of
China (No. 2022QY1403).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are openly available in reference
number [11].

Acknowledgments: Thanks to the anonymous reviewers for their valuable comments on the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Kumar, A.; Sachdeva, N. Cyberbullying detection on social multimedia using soft computing techniques: A meta-analysis.

Multimed. Tools Appl. 2019, 78, 23973–24010. [CrossRef]
2. Smith, P.K.; Mahdavi, J.; Carvalho, M.; Fisher, S.; Russell, S.; Tippett, N. Cyberbullying: Its nature and impact in secondary school

pupils. J. Child Psychol. Psychiatry 2008, 49, 376–385. [CrossRef] [PubMed]
3. Kwan, I.; Dickson, K.; Richardson, M.; MacDowall, W.; Burchett, H.; Stansfield, C.; Brunton, G.; Sutcliffe, K.; Thomas, J.

Cyberbullying and children and young people’s mental health: A systematic map of systematic reviews. Cyberpsychol. Behav. Soc.
Netw. 2020, 23, 72–82. [CrossRef]

4. Smith, P.K.; Del Barrio, C.; Tokunaga, R.S. Definitions of bullying and cyberbullying: How useful are the terms. In Principles of
Cyberbullying Research: Definitions, Measures, and Methodology; Routledge: London, UK, 2013; pp. 26–40.

5. Englander, E.; Donnerstein, E.; Kowalski, R.; Lin, C.A.; Parti, K. Defining cyberbullying. Pediatrics 2017, 140 (Suppl. S2), S148–S151.
[CrossRef] [PubMed]

6. Pieschl, S.; Porsch, T.; Kahl, T.; Klockenbusch, R. Relevant dimensions of cyberbullying—Results from two experimental studies.
J. Appl. Dev. Psychol. 2013, 34, 241–252. [CrossRef]

7. Nixon, C.L. Current perspectives: The impact of cyberbullying on adolescent health. Adolesc. Health Med. Ther. 2014, 5, 143–158.
[CrossRef]
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