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Abstract: Machine learning, particularly using neural networks, is now widely adopted in practice
even with the IoT paradigm; however, training neural networks at the edge, on IoT devices, remains
elusive, mainly due to computational requirements. Furthermore, effective training requires large
quantities of data and privacy concerns restrict accessible data. Therefore, in this paper, we propose
a method leveraging a blockchain and federated learning to train neural networks at the edge
effectively bypassing these issues and providing additional benefits such as distributing training
across multiple devices. Federated learning trains networks without storing any data and aggregates
multiple networks, trained on unique data, forming a global network via a centralized server. By
leveraging the decentralized nature of a blockchain, this centralized server is replaced by a P2P
network, removing the need for a trusted centralized server and enabling the learning process to be
distributed across participating devices. Our results show that networks trained in such a manner
have negligible differences in accuracy compared to traditionally trained networks on IoT devices
and are less prone to overfitting. We conclude that not only is this a viable alternative to traditional
paradigms but is an improvement that contains a wealth of benefits in an ecosystem such as a hospital.
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1. Introduction

The number of and use cases for IoT devices are increasing exponentially [1]; this is
due in part to the increase in their ability to handle complex tasks that were once only
possible on full-sized computers. One of the core use cases is within the medical field,
referred to as the IoMT, with the market share of these devices on the rise. In 2017, the
IoMT market was worth USD 28 billion and is projected to be USD 135 billion by 2025 [2].
Therefore, a solution that leverages this infrastructure while utilizing technologies proven
to be effective is essential.

IoT architecture contains two main boundaries, cloud computing and edge computing,
which differ primarily by the location where the computations take place and additionally
differ in computing power. Additionally, there are three primary layers: cloud, fog and
mist [3], as depicted in Figure 1. These layers are analogous to their namesakes, clouds are
large and furthest away from the ground, fog is lighter and hovers between the ground and
the clouds and mist is a thin layer of water molecules suspended just above the ground.
The distance from the ground can be thought of as the distance from the users and the size
of the water molecules are analogous to the computing resources at each layer.

Cloud computing is still the most prevalent [4,5] , allowing complex computations
to be run on dedicated machines with the results streamed to IoT devices on demand,
significantly reducing the need for IoT devices to perform complex calculations and instead
act as a go-between for the client and server. This is effective but requires a connection
to work; any disruption, due to congestion or network cutout, will cause a delay or even
complete loss of results. This is unacceptable in many contexts such as during surgery or
within a self-driving vehicle.
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Figure 1. IoT Architecture Archetypes: Cloud and Fog both require an external server for handling
the computations requested by the IoT device. The primary difference is the server’s location, which
is local for fog and external for cloud, and communication protocol. Mist, on the other hand, requires
no external communication and all computations are performed on the device itself.

Fog computing [6,7] attempts to overcome these issues by exchanging the cloud server
for a local server in the same location as the IoT devices; for example, a fog server may
be housed in a hospital so that every internal IoMT device can connect directly to it as
opposed to an external connection such as via the internet as is commonly the case in cloud
computing. However, fog computing may still experience connection issues and requires
space for dedicated hardware in close proximity. This is not ideal for situations where
users either cannot be in close proximity or servers cannot be installed in the required
location, such is the case with IoT sensors used in remote locations such as the Antarctic.
Fog computing is a hybrid approach and is thus in the intersection of cloud computing and
edge computing.

Therefore the most useful archetype is mist computing [8], where all computations
are run on the IoT device itself or another (local) participant. Whilst this too requires a
connection and is therefore prone to the same issues as fog computing, all participating
devices are autonomous and can act individually as required. Unfortunately, this is also
the most challenging archetype as the available resources are heavily limited and often
require more specific solutions dependent upon the abilities of the individual device.
However, whilst mist computing itself is completely within the edge computing boundary,
it is frequently used in concert with the other layers. Therefore, when we refer to edge
computing we refer to using only the mist layer, with each IoT device communicating only
to each other without the requirement of dedicated (and more powerful) external servers.

Finally, there are additional paradigms that use software approaches to allow for
additional benefits; dew computing, for example, caches and mirrors data on the cloud or
fog in order to respond as if the data were local but requires syncing with the true servers.
The most prevalent examples of dew computing are in cloud file storage where a local
computer may contain cached copies of the files which are then synced with the cloud
whenever changes are made or a refresh is requested.

Edge and fog computing, as a whole, have made great strides. Mobile Edge Com-
puting (MEC), for example, allows for cloud computing capabilities with vastly reduced
latency, high bandwidth and real-time access to network information [9]; therefore big data
techniques can be applied with real-time feedback. However, this system does not actually
leverage edge computing, instead using a fog computing architecture and as such must
overcome issues such as reliance on users being in proximity to the fog servers, ensuring
the connection does not interfere with the user’s ability to access the internet (mobile data).
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In order to overcome these issues, there are a small number of IoT systems that utilize
true edge computing; however, these solutions either do not leverage machine learning at all
or cannot be trained at the edge. For example, research by A.A. Abdellatif et al. developed
an edge-based classifier for seizure detection and compressed sending of results [10,11].
Whilst this is a great step towards edge computing there is no machine learning being
leveraged and so these types of systems are not able to use some of the recent advances
in the field of machine learning for health. On the other hand, IoT devices using machine
learning do exist and bringing machine learning, particularly neural networks and their
collective family (convolutional, deep, etc.), onto the edge is a wide area of research [12].
TensorFlow has the TensorFlow Lite [13,14] framework which is designed to convert a
trained neural network to run on edge devices; it is a very popular toolkit and is used
in the book, TinyML [15] for running neural networks on embedded devices. However,
whilst it can be used for on-device training, to our best knowledge, there are no systems
that employ this.

Given the accelerated demand for faster training of more complex neural networks,
there has been a focus on dedicated hardware such as GPUs and application-specific inte-
grated circuits such as Google’s Tensor Processing Unit (TPU) and field-programmable gate
arrays (FPGAs), which are inherently cohesive with the matrix multiplication operations
that underpin neural networks.

Whilst improvements to these specialized hardware components have accelerated our
machine learning abilities, due to their high cost, large footprint and high energy draw,
they are often missing from IoT devices, where smaller and less obtrusive devices are
preferred. Even IoT devices that do contain specialized hardware, such as modern mobile
phones which may have GPUs, require smaller, embedded, versions that are significantly
less powerful than their full-sized counterparts. Furthermore, the less hardware required
the lower the baseline battery draw is, a vital factor in IoT.

As a result, learning on a CPU on the edge is paramount! Removing dependency on
specific hardware and providing all benefits via software allows existing devices to use
this framework and keep the footprint of new devices small and focused on efficiency.
Intel developed the Intel Xeon Scalable processor, which is geared towards learning and
inference, focusing on three main features: the computation and memory capacity of the
CPU, software optimizations for the CPU within machine learning tasks, specifically DNNs,
and the use of distributed training algorithms for supervised deep learning workloads [16].
All three of these features translate to edge computing perfectly; for example, the memory
capacity allows for better batching of input data and by not using a GPU there is no
overhead between moving data from the CPU to GPU and back again. Furthermore, edge
computing and IoT are inherently distributed and as such learning can be offloaded and
computed at the source or destination, potentially increasing the efficiency of the whole
system allowing each device to act autonomously and only interact with other devices
when needed [7]. Furthermore, since training occurs upon observation of new data, which
may not be consistent, inference, via the previous globally updated network, may be used
simultaneously resulting in an online, continuous learning paradigm where networks
are incrementally improved while running; this could be further improved by leveraging
unsupervised techniques [17] or by using the inferring network as the supervisor.

Therefore, a privacy-ensuring, low-powered and generalizable method is required
for training neural networks running at the edge. Federated learning allows multiple
networks (of the same architecture) to train simultaneously on non-iid data without ever
storing them and aggregate their knowledge into a global network, thereby learning at the
edge. However, vanilla federated learning requires a centralized server for the aggregation;
when privacy is involved, trust can be an issue. Therefore, we propose a hybrid approach
utilizing the decentralization of a blockchain to create a framework that runs efficiently on
multiple IoT devices across a P2P network, removing the need for a trusted centralized
server, thereby improving privacy and adding robustness to data integrity. Furthermore,
this enables the learning process to be distributed across participating devices (which
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federated learning does not implicitly do) leveraging the ubiquity of IoT devices to offset
their lack of power by increasing the number of devices that are able to run in parallel.

1.1. Contributions

In this paper, we utilized our previous federated blockchain learning framework [18]
to propose a pure mist solution to train a consortium of neural networks on a single Android
phone to perform image classification on the CIFAR-10 dataset [19] Therefore, the main
contributions of this work are as follows:

1. We developed a novel IoT federated learning framework, using Tensorflow Lite and
our previously developed blockchain framework, to perform training at the edge
(LotE) that is fully decentralized, leveraging our blockchain framework, ensuring
that the data are private and secured against malicious attacks and requiring no trust
between participants. This system requires no intermediary servers, which results in
a mist-only architecture.

2. Using this framework, we build a configurable system for the training of neural
networks on IoT devices and tested it on the CIFAR-10 dataset using a physical
Pixel 4 Android smartphone running Android 13 with a Qualcomm Snapdragon 855
Octa-core CPU (1 × 2.84 GHz Kryo 485 Gold Prime, 3 × 2.42 GHz Kryo 485 Gold
and 4 × 1.78 GHz Kryo 485 Silver) in order to obtain practical, and not simulated,
results [19].

3. This system utilizes TensorFlow Lite as our machine learning framework (as opposed
to our own framework’s implementation) since standard TensorFlow is so widely
used, is compatible with our existing federated blockchain learning framework and
TensorFlow Lite converts TensorFlow models for use on IoT devices. Therefore, any
existing system using Tensorflow will be able to receive the full benefit of our system
with next to no overhead.

1.2. Related Works

Federated learning using blockchains has had an exponential surge in interest in recent
years, especially for designing privacy enhancing and trustworthy AI, resulting in systems
such as that by Yang et al. [20], which proposed a federated blockchain method using the
PBFT consensus protocol. It can resist 33% of malicious users with a drastically lower energy
cost than PoW but requires “Authorized” edge servers. Additionally, they use Multi-Krum as
the federated aggregation scheme in order to achieve Byzantine-resilience. However, to the
best of our knowledge, this proposed scheme has not been implemented on real hardware
and utilizes cluster computing on the fog layer, requiring edge servers with significantly more
power than standard IoT devices have to validate the blocks in the chain.

Islam et al. [21], on the other hand, utilizes drones as a method to ensure connection
between devices running on the edge (pure mist computing) and utilizes differential privacy
alongside federated blockchain learning to further enhance privacy. However, each entity
in the system must register before being allowed to participate, which can cause issues if
the system is required to grow and shrink dynamically.

1.3. Organization

The rest of this paper is organized as follows: Section 2 introduces federated learning and
the blockchain as well as how we utilize these two different theories into a cohesive system.
Section 3 analyzes the computational complexity and latency. Section 4 presents the results
of our system running on a physical Android smartphone against the CIFAR-10 dataset in
order to obtain results that demonstrate the real-world ability of our system. Finally, Section 5
discusses our findings and the direction we believe our future work will take.
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2. Materials and Methods
2.1. Federated Learning

In the standard case, neural networks aim to approximate a function by minimizing
the prediction loss with respect to the network’s parameters:

min
ω∈Rd

T (ω) = `(x, y, ω) (1)

where ` is a chosen loss function, x, y are the training (input and desired output) vectors
and ω is the network’s parameters.

However, with federated learning there are many networks training (potentially
simultaneously) to form a global network, which may not have any training data of its own,
and is an aggregation of these participating networks. Therefore, the FedAvg algorithm [22]
(Equation (2)) is used to obtain the global weights for the global network, which may then
be used as the initial network for the next round of federated learning.

F (ω) ,
1
|χ|

N

∑
i=1
|χi| · Ti(ωi) (2)

where for N participating networks, |χi| is the number of examples seen by network i (for
i ∈ {1. . .N}), Ti(ωi) is the trained weights of network i as defined in Equation (1) and
|χ| = ∑N

i=1 |χi| is the total amount of data seen by all participants. Note that only the
number of examples seen by each network is sent to the blockchain, no data are ever stored.

2.2. Decentralization with Blockchain

In order to replace vanilla federated learning’s requirement for a centralized server we
propose using a blockchain to tweak the paradigm to use a decentralized distributed ledger.
This changes federated learning’s architecture from the cloud/fog to the edge, where every
device is independent and autonomous. The system will work even with only one node, and,
in the event that all nodes go down, the system can recover fully since each node contains a
copy of the accepted blockchain. This may not have been possible with a central server. The
following details our design regarding the fundamental components of the blockchain.

2.2.1. Block

Our block format closely mirrors Bitcoin’s format but with two major changes: the
target formula and the federated components. The target is used to decide when the block
has been mined via proof of work (PoW), which we chose over alternative, more green (both
environmentally and chronologically) consensus mechanisms, such as proof of stake (PoS)
[23–25]. Unfortunately, the downside of PoW is the energy cost; a miner who performs
PoW must continually guess, in a deterministic manner, a hash that is less than the target,
since the target is in big endian hexadecimal format we refer to it as a hash with more
leading zeros than the target.

The criticism stems from the high computational cost of computing the hash which
provides no computational benefit, other than the required effect of making it infeasible for
a malicious node to pervert the system. However, as the blockchain is used to calculate the
global update, the mining process provides some benefit, albeit tangentially. Furthermore,
in an IoT system, this cost is somewhat negated as there are likely to be many interconnected
devices and as such the problem can be split across them, much like mining pools.

Moreover, since the blockchain is primarily used as a trust mechanism for federated
learning, the mining target difficulty can remain lower, reducing the computational cost;
this additionally increases the rate of block addition to the chain which in turn reduces the
time between each global network update. Therefore, lower-powered devices will have
enough computing resources to generate hashes competitively, whilst still providing the
same protection. As a result, we decided on a block rate of approximately one every 1.5 min.
This rate is long enough for multiple local updates from different sources to be included in
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a block prior to the block being added to the chain, without being so long that the global
update is outdated or a local device that misses out on the federated update grows stale.

PoS, on the other hand, would not be as suitable since it relies heavily on transactions, has
no mining step, would give too much power to larger contributors, whose networks are likely
to be less diverse. It also promotes coin hoarding, which negates the side benefit of blockchain
rewards; this is what incentivizes institutions to utilize their spare computing power.

2.2.2. Mining

Mining of local updates via PoW requires storing the target in the block; however,
the target size has the same number of bits as the hash. Therefore, much like bitcoin, we
encode the target in 4 bytes:

Target hex
= 0x

Φ︷︸︸︷
φ1φ2

Θ︷ ︸︸ ︷
θ1θ2θ3θ4θ5θ6 , Θ ∗ 28∗(Φ−4) (3)

where the first byte (φ1φ2) is an exponential scale and the lower three bytes contribute
the linear scale. As with Bitcoin, we scale the exponential by 8, as there are 8 bits in a
byte, simplifying the bit manipulation calculations. However, unlike Bitcoin, we scale the
exponent by 4 (whereas Bitcoin scales by 3) in order to generate target values at the lower
end of the spectrum since we use a lower block mining rate than Bitcoin.

2.2.3. Cryptography

We opted to use Keccak-256 for our cryptographic hashes instead of SHA256 and
RIPEMD160, which Bitcoin uses. Keccak-256 is stronger compared to both and is used by
Ethereum, which is a distributed state machine as opposed to a distributed ledger. Since we
plan on adopting some of Ethereum’s changes to the plain distributed ledger, such as smart
contracts, keccak-256 is a more natural fit. However, we continue to use double hashing as
Bitcoin does.

2.2.4. Networking

Using a peer-to-peer (P2P) network for our communication layer provides an essential
benefit; whilst a single node will still be functional, the benefits of federated learning would
be severely reduced. P2P networks are ideally suited to handle two vital situations: first,
each node must be able to request a copy of the blockchain, including a list of addresses
of other nodes which will receive the address of the connecting node and, secondly, the
ability to broadcast information to all nodes accessing the chain, even those that may not
be directly connected to this node.

By using a pair of UDP sockets (Algorithm 1), we can parallelize the communication
and allow the communication to be distributed amongst different (local) devices. A hospital,
for example, may have many IoMT devices but none with networking capabilities, just
Bluetooth; they could therefore connect all IoMT devices to a single, network-capable IoT
device, which would handle the networking and correct forwarding, much like Network
Address Translation (NAT) with regards to WiFi routers. Consequently, any IoT device may
participate, with the only requirement being a connection to a networking node, potentially
via Bluetooth or even hardwired to a communication module, at some point downstream.
Moreover, if a collection of IoT devices train as one unit, only one device needs to connect
to the outbound UDP connection with all devices gaining the benefits.

2.3. IoT Federated Learning

All devices contain an instance of a, potentially pre-trained, TensorFlow lite model
and train on incoming data, private to each participant. After a number of epochs, each
participant may submit their network’s weights and the number of different examples seen
to the blockchain (Figure 2). The chain then contains the globally aggregated model that
can then be used as the new initial network for the next round of local training.
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Algorithm 1 UDP Pair Communication.

procedure INBOUND
loop

msg← incomingMsg
if ValidateIsNewestChain(msg) then

chain← msg
else if msg /∈ addresses then

addresses.append(msg)
Outbound(Inbound.Address, msg)

end if
end loop

end procedure

procedure OUTBOUND(msg, addr = NULL)
if msg == JoinNetwork then

Broadcast(Join + Inbound.Address)
else if addr == NULL then

Broadcast(msg)
else

SendDirectMsg(msg, addr)
end if

end procedure

Participant 1
Dataset χ1
Weights ω1

Participant 2
Dataset χ2
Weights ω2

Participant 3
Dataset χ3
Weights ω3

Proposed Block:

Globalnetwork =

1

∑3
i=1 |χi|

·
3

∑
i=1
|χi| · Ti(ωi) =

(
1

|χ1|+ |χ2|+ |χ3|
)·

( |χ1| · T1(ω1)+

|χ2| · T2(ω2)+

|χ3| · T3(ω3) )

Chain

|χ
1 |,ω

1

|χ2|, ω2

|χ 3|,
ω

3

Mine
Add global network

Figure 2. Example of three clients contributing to the blockchain. Each participant trains a local
network for a set amount of epochs over their observed dataset χi resulting in the network’s weight
set ωi. The number of examples seen |χi| and the weight set are passed to the proposed block to be
aggregated into the global model using Equation (2). Once the proposed block is mined, it is added
to the chain with the new global network in the block; this may be used by anyone with access to the
chain and used for the next iteration of local training. Note ( x ∪ y ∪ z ) ⊆ all_possible_data.

3. System Complexity

In this section, we analyze the complexity and latency of the proposed system, includ-
ing actual timings taken from the system running in debug mode on a physical Pixel 4
Android smartphone running Android 13 with a Qualcomm Snapdragon 855 Octa-core
CPU (1 × 2.84 GHz Kryo 485 Gold Prime, 3 × 2.42 GHz Kryo 485 Gold and 4 × 1.78 GHz
Kryo 485 Silver) to give real, practical values to fairly evaluate the system.
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The first step of the system is the local training; using ω to denote the number of CPU
cycles to execute one step of training (i.e., applying backpropagation to one input) then the
complexity of an epoch of local training is defined as

Θlocal_training = max
Dk∈D

(
βDk ·ω

ΩDk

)
(4)

where βDk is the batch size of the input data used in each epoch, Dk is a participating device
(from the set of all devices D) and ΩDk is the CPU frequency of the participating device Dk.
In our experiments (averaging over 144 epochs) the latency of Θlocal_training = 23.68 s.

Each participant then sends their model to the blockchain for validation, which consists
of the PoW consensus algorithm followed by the aggregation of all models into a global
model (using Equation (2)). Therefore the complexity of the global aggregation is as follows:

Θglobal_aggregation =
ρ + ωagg

ΩV
(5)

where ρ is the number of CPU cycles to execute the PoW algorithm and
ωagg = (N + 1) · Ξ + (N − 1) · σ is the number of CPU cycles to execute the aggregation of
N models (where Ξ denotes scalar matrix multiplication and σ denotes matrix addition)
and ΩV is the CPU frequency of the validator. In our experiments, consisting of four
models, the latency of Θglobal_aggregation = 106.83 milliseconds which is a negligible cost
owing to the large target for the PoW algorithm. However, in general, ρ >> ωagg unless
there are a large number of participating devices.

Running the entire system on our single device (sequentially, with no concurrency or
optimizations applied) yielded a complete run time of 19.79 min consisting of 4 models
training for 50 epochs each with global aggregation occurring every 25 epochs (i.e., twice
in the complete run).

4. Results

To test our system, we used a simple convolutional network comprising two convolu-
tional and max pooling layers, a final convolutional layer and two dense layers, to classify
the CIFAR-10 dataset. Ordinarily, the model would be first pre-trained using TensorFlow
before being converted to the TensorFlow lite format. However, we wished to train almost
entirely on-device and so only ran for one epoch (against 100% of the CIFAR-10 training
data) so as to have a starting point over a network with completely randomized weights;
although we also pre-trained another instance of the network with 100 epochs to compare
the effects of pre-training. The results of non-federated learning on these two networks are
shown in Table 1 with the loss and accuracy after training further on the device (against
only 25% of CIFAR-10’s training data) for 50, 100 and 150 epochs. These results imply that
the pre-training caused the model to overfit and is likely only useful if the data the device
observes will differ from the pre-training data.

Table 1. Loss and accuracy of a neural network against CIFAR-10 test data trained and evaluated
on an Android phone. Each network was pre-trained on a laptop for the specific number of epochs
on 100% of the CIFAR-10 training dataset and then trained further on the Android phone for the
specified number of epochs against 25% of the CIFAR-10 training data.

Pre-Trained Epochs On-Device Trained Epochs Final Loss Final Accuracy

1
50 1.43 48.04%

100 1.65 49.43%
150 3.08 47.97%

100
50 1.73 48.02%

100 3.43 46.94%
150 4.42 46.67%
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Next, we trained multiple instances of the single epoch pre-trained network via
federated learning. Globally updating all participating networks after either 25 or 50 epochs
and training for 50, 100 and 150 epochs, we tested the federated setting for 2, 4 and
8 participating networks. All participants were trained on an even split of 25% of CIFAR-
10’s training data such that no 2 networks saw the same example (an example of the case
with 8 participating networks is shown in Figure 3. The results in Table 2 show that the
accuracy is very similar to the non-federated context with the main difference within each
configuration being loss increasing with more training despite the accuracy remaining
virtually constant.

0-⅛ ⅛-¼
¼-⅜

⅜-½½-⅝⅝-¾
¾-⅞

⅞-1
Global
Network

Figure 3. Federated Training of 8 models with an even split of the dataset. Given a dataset, χ, each
local network, i ∈ {1. . .N}, trains on an even split of the dataset proportional to the number of
networks such that for χ = {χ1, χ2 . . . χk}, network i is trained on {χ(i−1)k . . . χik}. These networks
are then aggregated into a global network that performs as if it had been trained on χ despite not
actually receiving any data, thereby preserving privacy.

Table 2. Loss and accuracy of a neural network against CIFAR-10 test data trained via federation and
evaluated on an Android phone. Each participating network was trained on an even split of 25% of
the CIFAR-10 training dataset with no participant seeing the same data.

Epochs per
Global Update

Number of
Participating

Networks
Total Epochs Final Loss Final Accuracy

25 2
50 1.43 48.04%
100 1.66 49.44%
150 3.07 48.20%

50 2
50 1.43 48.03%
100 1.66 49.19%
150 3.05 47.93%
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Table 2. Cont.

Epochs per
Global Update

Number of
Participating

Networks
Total Epochs Final Loss Final Accuracy

25 4
50 1.43 48.04%
100 1.64 49.62%
150 3.06 48.12%

50 4
50 1.43 48.04%
100 1.64 49.65%
150 3.08 48.10%

25 8
50 1.43 48.04%
100 1.65 49.46%
150 3.08 48.28%

50 8
50 1.43 48.18%
100 1.65 49.33%
150 3.03 47.97%

5. Discussion

A new IoT-based, federated, decentralized and distributed learning approach is pro-
posed with the aim of allowing learning on the edge by training multiple networks on
multiple IoT devices and aggregating them into a global network that has seen no individ-
ual examples but is generalized for the specific task. We have produced a fully customizable
Android application that allows on-device training of an arbitrary neural network via Ten-
sorFlow lite, allowing for existing networks to become federated and usable on an Android
device in an extremely secure and privacy-enhancing manner.

However, there are a few components that we would like to address in future work:
Smart contracts would be invaluable for automating tasks and sharing processing capa-
bilities. Additionally, allowing the previous network iteration to supervise the next in
a bootstrapping manner, forming a truly autonomous system. Finally, we wish to add
homomorphic encryption to our system to further enhance the distributed manner of
the system and to provide a novel, additional layer of privacy enhancement for both the
machine learning models and the associated data.
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