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Abstract: Photovoltaic (PV) cells are a technology of choice for providing power to self-sufficient
Internet of Things (IoT) devices. These devices’ declining power demands can now be met even in
indoor environments with low light intensity. Correspondingly, light simulation systems need to
cover a wide spectrum of irradiance intensity to emulate a PV cell’s working conditions while meeting
cost targets. In this paper, we propose a method for calculating the irradiance distribution for a given
number and position of LED sources to meet irradiance and uniformity requirements in LED-based
light simulators. In addition, we establish design guidelines for minimizing non-uniformity under
specific constraints and utilize a function to evaluate the degree of non-uniformity and determine the
optimal distance from the illuminated surface. We demonstrate that even with a small number of
low-cost LED sources, high levels of irradiance can be achieved with bounded non-uniformities. The
presented guidelines serve as a resource for designing tailored, low-cost light simulators that meet
users’ area/intensity/uniformity specifications.

Keywords: irradiance; non-uniformity; indoor PV cells; light-emitting diode; light simulator

1. Introduction

The rapid expansion of industrialization, coupled with population growth and an
increase in energy consumption per capita, has resulted in a surge in energy demand
across the globe. However, the use of fossil fuels for energy production has reached
saturation levels due to escalating environmental concerns and resource depletion [1]. To
address this challenge, the focus has turned toward more economical, cost-effective, and
environmentally friendly energy solutions, with renewable energy sources (RESs) being
the most promising solution to meet the growing energy demand [2].

At the same time, the Internet of Things (IoT) has become an integral part of modern
society, enabling the connectivity of physical devices through the internet and introducing
new forms of communication between people and things, as well as between things
themselves [3]. Through the exchange of data for remote monitoring and controlling
devices, the IoT has become an essential technology in daily life around the world [4–6].

Solar energy is a clean and renewable source of energy, which makes it an attractive
option for powering IoT nodes, especially those located in remote or inaccessible areas
where it is difficult or expensive to run power lines. Solar-powered IoT nodes can be
used for various applications, such as environmental monitoring, smart agriculture, and
industrial automation, among others. Furthermore, advancements in solar technology
have enabled the use of solar power to provide energy to small, low-power devices that
consume very little energy, such as sensors and actuators. These devices can collect data and
perform automated actions without the need for human intervention, thereby improving
the efficiency and sustainability of energy consumption and reducing the overall carbon
footprint of IoT networks [7,8].

Photovoltaic cells have been extensively studied and have resulted in high conversion
efficiencies of up to 20% in optimal weather conditions [8]. However, research on the
performance of photovoltaic cells under indoor lighting conditions is much less efficient
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than that under sunlight. The demand for an accurate description of these specialized
photovoltaic cells has increased in recent years due to the growing interest in using indoor
light as a power source for ultra-low-power Internet of Things devices [9].

The lack of information on the performance of indoor photovoltaic cells under low
light conditions is a concern. It is not possible to guarantee their efficiency and reliability
because their performance characteristics at lower light irradiances have not been defined.
Datasheets for these cells often only provide information on their efficiency at high irra-
diance levels, which leads to differences between the values indicated on the datasheets
and the final measured values, which can vary significantly when evaluating an indoor
solar cell.

As shown in Figure 1, when evaluating MP3-37, the manufacturer provides I/V
curves for both the conventional 1-sun and 1/4-sun irradiance [10]. Figure 2 illustrates a
significant drop in power output at low irradiance levels. This information is crucial for
determining the feasibility of using indoor PV cells for a specific application, as well as for
optimizing their performance in low-light conditions. Therefore, there is a need for more
comprehensive testing and reporting of indoor PV cell performance to ensure an accurate
and reliable product evaluation.
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To address the issue of the lack of detailed information on the performance of indoor
PV cells under low-light conditions, light simulators are often used to evaluate such devices.
Light simulators allow the precise control of the intensity, spectrum, and direction of the
light source, which can be used to simulate a wide range of indoor lighting conditions.
By testing PV cells under a variety of simulated lighting conditions, researchers and
manufacturers can better understand the performance of these devices and provide more
accurate efficiency ratings for different lighting conditions. Light simulators can also be
used to optimize the design of indoor PV cells for specific indoor lighting conditions and to
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identify opportunities for improving the efficiency and performance of these devices [11].
However, these devices are expensive and bulky. The greatest drawback of these devices
is their inability to uniformly illuminate a larger surface [12]. Increasing uniformity can
be achieved by increasing the number of light sources or by sacrificing illuminance. Our
method achieves the appropriate tradeoff of illumination/non-uniformity and minimizes
the cost (due to a reduced amount of LEDs). Our work focuses on solving the PV validation
problem from the perspective of desired illumination and non-uniformity. Other factors,
such as spectral distribution, are not considered in the current work.

1.1. Related Work

Several studies have focused on the development of light simulator systems for various
applications, such as photovoltaic (PV) cell testing and research, education, and indoor
use. Many of these systems have aimed to reach a solar intensity of 1 sun, which is
the standard measurement used to determine the output of PV cells under real sunlight
conditions. However, some of these systems have sacrificed either the uniformity of the
irradiance distribution or the cost resulting from the use of a large number of light-emitting
diodes (LEDs).

One such system, developed by Lopez-Fraguas et al. [13], is a low-cost simulator that
achieves sufficient uniformity to be classified as Class AAA in a 1 cm2 central area using a
34 LED array. Moria [14] developed a solar simulator using 8 500 W halogen lamps, which
achieved high irradiance values between 500 and 1100 W/m2 for research and education
purposes. Irwan et al. [15] constructed and fabricated a solar simulator system using
20 Philips halogen 500 W lamp bulbs. Elgendy et al. [16] developed 2 maximum power
point tracking (MPPT) algorithms for PV arrays and verified them by fabricating a 40 Wp
PV generator for indoor use by switching 60 low-cost halogen lamps. Landrock et al. [17]
constructed a low-cost solar simulator using an array of 6 halogen spotlight bulbs (AC
50 W/120 V Halogena; General Electric) to improve tungsten light source systems for PV
cell testing. Finally, Yandri et al. [18] developed a simple, low-cost, compact halogen solar
simulator that consisted of 16 halogen lamps (50 W/110 V).

The utilization of solar simulators extends beyond their exclusive application in
research endeavors. In recent years, there has been a noteworthy upsurge in the production
of solar simulators tailored for commercial purposes. This burgeoning trend arises from the
recognition of solar energy as a viable and sustainable alternative to conventional power
sources, prompting industries to invest in technologies that facilitate the efficient testing
and evaluation of solar devices. In Table 1, a few commercial solar simulators are presented
as indicative examples that have been built to meet the diverse needs of the solar industry.

Table 1. Commercial solar simulators.

Name Spatial Non-Uniformity
(Class)

Target Size
Square (Side cm)

Working Distance
(cm) Price (USD) Lamp Wattage

(W)

Sciencetech
SF-300-A Class AAA <5.5 × 5.5 10–13 6850 300

Sciencetech PSS2 Class AAA >50 × 50 7.5 90,000 -

WaveLabs Sinus-70 Class A+ 5.1 × 5.1 38 - 270

G2V Pico
DIR-BASE Class AAA 2.5 × 2.5 7 - 220

Oriel SOL-UV-6 Class AAA 15.2 × 15.2 15.24 - 1600

In summary, studies and industries have developed solar simulator systems using a
variety of methods and light sources to achieve a 1-sun intensity for different applications.
The systems vary in terms of cost, uniformity, and irradiance values, and each has its own
unique advantages and limitations.
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1.2. Problem Statement

Achieving maximum uniformity in an indoor photovoltaic (PV) rating system is
of paramount importance for several reasons. Firstly, a uniform irradiance distribution
across an entire PV panel surface ensures that each cell within the panel receives the same
amount of irradiance, thereby maximizing the overall energy output of the system. This is
especially crucial in indoor environments, where the available irradiance is typically lower
than in outdoor environments, and any non-uniformity in the irradiance distribution can
significantly impact the energy generation potential of the PV panel [19].

Furthermore, uniformity in the irradiance distribution is crucial for the accurate
performance evaluation and comparison of different PV panels. In a rating system, the
energy output of a PV panel is typically compared with its rated capacity, which assumes a
uniform irradiance distribution. Any non-uniformity in the irradiance distribution can lead
to inaccurate performance measurements, making it challenging to compare the energy
output of different panels and assess their overall performance.

Due to all these factors, achieving the minimization of non-uniformity is one of the
main interests in this work.

2. Methods for Irradiance Pattern Modeling of LED Sources
2.1. Modeling of Multisource Irradiance on a Plane

Our team was engaged in the (progressive) development of an economical artificial
light simulation system that was specifically designed for the experimental verification of
small-sized PV cells. The system should be able to adapt to a PV cell’s area and regulate the
light intensity at the PV cell surface within a given range while keeping any non-uniformity
at acceptable levels.

After considering various options, we opted to use LEDs as our light sources due
to their widespread availability, their low cost, and the ease of regulating their intensity.
Additionally, LEDs offer diverse spectral emissions, making it possible to simulate different
artificial light sources by blending multiple LEDs.

In our study, we assumed that there was no optical diffusion added (with optical
diffusers) and that irradiance variation from a point source was approximately described
using the inverse-square law. Furthermore, we modeled each LED source as an imperfect
Lambertian emitter.

To minimize any interference, we proposed an enclosed design, which does not have
to be entirely reflection-free. In this design, the PV cell is attached (face up) to a horizontal
plane (the illuminated surface), while the LED source(s) are attached (face down) to an
opposing flat surface (the illumination head). The number of LEDs and their placements
on the illumination head are significant parameters of our design. The distance between
the two surfaces (the height) can be adjusted to provide additional control (and tradeoff) of
the irradiance intensity and covered area (given that the covered area is proportional to the
squared height and, as described in (1),the irradiance intensity is inversely proportional to
the squared height).

Our modeling approach begins with a single centrally located LED source and aims to
calculate the irradiance and uniformity on the illuminated surface, taking into account the
LED’s design parameters and selecting the appropriate drive current to achieve the desired
irradiance. If the irradiance, area coverage, and uniformity targets cannot be met with a
single LED, we add more LEDs. Their number and topology are adjustable parameters in
our model, and we select the lowest-cost topology that meets the set targets for intensity,
area coverage, and uniformity.

2.2. Single-Source Irradiance

As shown in Figure 3, without loss of generality, we set the position of an LED at the
point of intersection of the x, y, and z axes.
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Assuming the polar angle to be θ and the azimuthal angle to be ϕ, we can mathemati-
cally express the radiant flux per solid angle (measured in units of W × sr-1) in a specific
direction from the source. This quantity is defined as the intensity, which is denoted as I (θ,
ϕ) and represents the radiant power per unit solid angle and can be obtained by summing
the Gaussian functions or cosine-power functions. According to the inverse-square Law,
the radiant flux that is incident on a surface per unit area, also known as the irradiance
(in units of W × m−2), decreases proportionally to the square of the distance from the
source. As light propagates outward from the light source, it spreads out over a larger
area. Consequently, the radiant energy becomes more diluted, resulting in a decrease in the
irradiance with an increasing distance. By considering this law, the irradiance (Ee) can be
mathematically represented as [20]

Ee(d, θ, ϕ) =
cosm θ × I (θ, ϕ)

d2 (1)

where d is the distance between the irradiated surface and the light source, and m is a
constant value that depends in the relative position of the LED emitting region and is given
using the following formula:

m =
−ln 2

ln(cos θ
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Upon converting the coordinates from the spherical to the rectangular coordinate
system and applying the same procedure while altering the location of the LED from
(0, 0, 0) to (X, Y, 0), the following expression is obtained [21]:

Ee(x, y, z) =
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]

Information 2023, 14, x FOR PEER REVIEW 5 of 22 
 

 

 
Figure 3. Cartesian and spherical coordinate systems. 

Assuming the polar angle to be θ and the azimuthal angle to be φ, we can mathemat-
ically express the radiant flux per solid angle (measured in units of W × sr-1) in a specific 
direction from the source. This quantity is defined as the intensity, which is denoted as I 
(θ, φ) and represents the radiant power per unit solid angle and can be obtained by sum-
ming the Gaussian functions or cosine-power functions. According to the inverse-square 
Law, the radiant flux that is incident on a surface per unit area, also known as the irradi-
ance (in units of W × m−2), decreases proportionally to the square of the distance from the 
source. As light propagates outward from the light source, it spreads out over a larger 
area. Consequently, the radiant energy becomes more diluted, resulting in a decrease in 
the irradiance with an increasing distance. By considering this law, the irradiance (Ee) can 
be mathematically represented as [20] 

E d, θ, φ  = cosmθ × I θ, φ
d2  (1)

where d is the distance between the irradiated surface and the light source, and m is a 
constant value that depends in the relative position of the LED emitting region and is 
given using the following formula: 

m =  −ln2
ln(cosθ1

2
)    (2)

Upon converting the coordinates from the spherical to the rectangular coordinate 
system and applying the same procedure while altering the location of the LED from (0, 
0, 0) to (X, Y, 0), the following expression is obtained [21]: 

E x, y, z  = 
zmI θ x, y, z , φ x, y, z

x − X 2+ y − Y 2+z2
m+2

2
 (3)

2.3. Multi-Source Irradiance 
As previously noted, the distribution of irradiance stemming from a light source can 

be accurately represented by the summation of multiple Gaussian distributions. There-
fore, when referring to a configuration of light sources, according to the principle of su-
perposition, the irradiance at any point on the illuminated surface can be computed based 
on the summation of the irradiance received from each light source. 

The current investigation involved an analysis of geometric LED placements with the 
aim of augmenting the uniformity of illumination while simultaneously elevating the 
maximum irradiance values. Previous study which was focused on evaluating several 
LED array topologies [22], including two-LED, linear, circular, square, triangular, and 

(3)

2.3. Multi-Source Irradiance

As previously noted, the distribution of irradiance stemming from a light source can
be accurately represented by the summation of multiple Gaussian distributions. Therefore,
when referring to a configuration of light sources, according to the principle of superposi-
tion, the irradiance at any point on the illuminated surface can be computed based on the
summation of the irradiance received from each light source.

The current investigation involved an analysis of geometric LED placements with
the aim of augmenting the uniformity of illumination while simultaneously elevating the
maximum irradiance values. Previous study which was focused on evaluating several
LED array topologies [22], including two-LED, linear, circular, square, triangular, and other
arrays showed that the most efficient LED array topology was the square one. Thus, in this
study special emphasis was placed on the square LED array configuration.
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In the specific case of the square LED array configuration, a graphical representation
can be constructed to visually illustrate this arrangement (Figure 4). The utilization of this
configuration allows the evaluation of various parameters, including the number of LEDs
needed to achieve the desired illumination, the distance between the LEDs, and the angle
at which light emanates from each LED.

Information 2023, 14, x FOR PEER REVIEW 6 of 22 
 

 

other arrays showed that the most efficient LED array topology was the square one. Thus, 
in this study special emphasis was placed on the square LED array configuration. 

In the specific case of the square LED array configuration, a graphical representation 
can be constructed to visually illustrate this arrangement (Figure 4). The utilization of this 
configuration allows the evaluation of various parameters, including the number of LEDs 
needed to achieve the desired illumination, the distance between the LEDs, and the angle 
at which light emanates from each LED. 

 
Figure 4. Schematic of a square array. 

The irradiance Ee can be calculated as the summation of the irradiances of a matrix of 
N × M LEDs, as depicted in the following equation [23]. 

E x, y, z = zmI θ x, y, z , φ x, y, z ∗ 

x − N+1 − 2i d 2⁄ 2 + y − M+1 − 2j d 2⁄ 2+ z2
m+2

2
M

j=1

N

i=1

 
(4)

where d is the distance between the LEDs. 

2.4. Multi-LED Light Simulator Design Guidelines 
This work aimed to establish design guidelines that can be employed to minimize 

non-uniformity to the greatest extent possible, given a specific topology, height between 
surfaces, the available number of LEDs, and other potential constraints. As we were deal-
ing with equations that involve several parameters, it was necessary to stabilize certain 
variables to approximate the solution to the problem at hand. 

The process began by examining the irradiance along a randomly selected testing 
plane, assuming that the irradiance distribution could be calculated from a formula of the 
form Ee (x, y, z), where x and y represent the dimensions of the testing plane, and x ∈ [α, 
β] and y ∈ [γ, δ]. By analyzing the irradiance distribution for a given z, we obtained a 
matrix of x × y values, all of which were strictly positive. Thus, we considered the metric 
space (ℝ, E), where E: ℝ × ℝ → [0, +∞). 

The most critical value that we must evaluate is the degree of non-uniformity, which 
for a two-dimensional space, ℝ2, is described with a single value belonging to the interval 
[0, 1] [22]. 

Figure 4. Schematic of a square array.

The irradiance Ee can be calculated as the summation of the irradiances of a matrix of
N ×M LEDs, as depicted in the following equation [23].

Ee(x, y, z)= zmI(θ(x, y, z), ϕ (x, y, z))∗
N
∑

i=1

M
∑

j=1

{
[x− (N + 1− 2i)(d/2)]2 + [y− (M + 1− 2j)(d/2)]2+z2

}
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(4)

where d is the distance between the LEDs.

2.4. Multi-LED Light Simulator Design Guidelines

This work aimed to establish design guidelines that can be employed to minimize
non-uniformity to the greatest extent possible, given a specific topology, height between
surfaces, the available number of LEDs, and other potential constraints. As we were
dealing with equations that involve several parameters, it was necessary to stabilize certain
variables to approximate the solution to the problem at hand.

The process began by examining the irradiance along a randomly selected testing
plane, assuming that the irradiance distribution could be calculated from a formula of the
form Ee (x, y, z), where x and y represent the dimensions of the testing plane, and x ∈ [α, β]
and y ∈ [γ, δ]. By analyzing the irradiance distribution for a given z, we obtained a matrix
of x × y values, all of which were strictly positive. Thus, we considered the metric space
(R, E), where E: R × R→ [0, +∞).

The most critical value that we must evaluate is the degree of non-uniformity, which
for a two-dimensional space, R2, is described with a single value belonging to the interval
[0, 1] [22].

Critical Value =

supx→ [α,β]
y→ [γ, δ]

(Ee(x, y))− infx→ [α,β]
y→ [γ, δ]

(Ee(x, y))

supx→ [α,β]
y→ [γ, δ]

(Ee(x, y))+infx→ [α,β]
y→ [γ, δ]

(Ee(x, y))
(5)
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In the current study, the procedure under consideration took place in a three-dimensional
space, R3. Given a fixed topology of the light sources, by changing only the distance z from
the radiated surface, we can observe the change in the non-uniformity on the test plane. This
results in the export of the function that describes the non-uniformity relative to the distance
from the light source(s).

We observed that there exists an interval subset of the domain of the function critical
value, [z1, z2], within which the function varies monotonically. This interval defines a
set of optimal distances at which to place the illuminated surface from the surface where
the light sources are arranged. Within this interval, we deliberately select a specific value,
denoted as z0, in accordance with the predefined criteria pertinent to the problem at hand.
For instance, if our objective is to emphasize maximum radiation, we opt for a z0 that is in
closer proximity to z1.

Thus, we calculate the height(s) that provide both the targeted coverage and the
necessary uniformity levels. Selecting the minimum height enables the surface to be
radiated with maximum irradiance or, for a given irradiance requirement, minimizes the
power consumption of the LED sources.

The findings are presented using 2D and 3D graphs. Interestingly, the arrangement
that generated the greatest interest is the simplest (the square arrangement).

3. Experimental Implementation
3.1. Design of the Low-Cost Light Simulator Used

In this work, a device for evaluating indoor photovoltaic cells was used [24]. This
device is equipped with a movable bed that can be adjusted to different heights ranging
from 5 to 31 cm relative to the surface where the LEDs are situated, as depicted in Figure 5a.
Furthermore, the device features a versatile design that can accommodate various array
geometries, owing to the separate power supply of each LED. Specifically, this device can
support from a single LED up to five LED light sources, as shown in Figure 5b.
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Additionally, the bed was enclosed to mitigate the impact of external light interference,
thereby blocking incoming light from the environment. Both the dimensions of the surface
on which the LEDs were mounted and the illuminated area measured 18 × 18 cm. As for
the light source, we used the low-cost LST1–01G03–4095–01 LED from Luminus [25], which
can be purchased for as low as USD 3.7 per unit in large quantities (price sampled from
Mouser on 20 May 2023).
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To evaluate the experimental device’s performance, we conducted illuminance mea-
surements (since there is no universally recognized standardized reporting condition (SRC)
for indoor photovoltaic measurements or calibrated reference cells for low-light measure-
ments). Many researchers rely on illumination meters to measure irradiance and report
their findings in units of lux (lx = lm/m2) [26,27]. For our assessment, we utilized the com-
mercially available E-SUN LX-101 instrument, which has a measurement range spanning
from 1 up to 50,000 Lux and an accuracy level of ± 5%.

3.2. The Software Model

Previous work by the authors of this study [22] aimed to develop algorithms that are
capable of calculating important quantities such as intensity, irradiance, and illuminance.
The algorithms were also designed to determine the optimal arrangement of LEDs for a
given number of LEDs, the dimensions of the surface, the dimensions of the luminous
surface, and the distance between them, all of which are based on the uniformity.

The primary goal of this work was to find a technique for illuminating an area with
the lowest possible number of sources.

The experimental measurements were represented and interpreted. In cases where
multiple arrangements with similar uniformity were present, preference was given to
the arrangement with the smallest number of LEDs, prioritizing cost. Restrictions on
uniformity and maximum or minimum irradiance were also considered, and an algorithm
extracted the corresponding result. If none of the defined assumptions were satisfied by
any of the array configurations, the algorithm would extract the closest result based on the
requirements. All algorithms were developed in the MATLAB environment [21].

In addition, an algorithm was developed that calculates the irradiance distribution
over a test plane, as well as an interval for the height between the surfaces. This algorithm
also extracts the turning point, which is the key factor for this specific case, as well as an
analytical graphical representation of the critical value function (z).

Curve fitting, which is a widely used mathematical process in different scientific
and technological fields, was used to approximate the irradiance distribution of both the
single LED and its adaptation to the square arrangement using the Curve Fitting Tool from
MATLAB.

4. Discussion
4.1. Evaluation

One of the most fundamental considerations in the design and development of an
application utilizing light-emitting diodes (LEDs) is the efficient and effective distribution
of light toward the target area. The optimal method of light distribution is essential for
ensuring the desired functionality and overall effectiveness of the application. Therefore,
careful evaluation of the light distribution is crucial in both the design and development
stages of the application.

To this end, various methods of evaluating the results of the light distribution are
utilized. These methods may include measuring intensity, irradiance, and illuminance,
among other pertinent properties. The interpretation of such results can then provide
valuable insight into the efficacy of the light distribution method and inform potential
modifications or improvements of the application design.

4.1.1. Uniformity of Illumination Distribution

The illumination of a given area is determined by the applied lighting, in accordance
with the prescribed criteria for light uniformity. When evaluating the uniformity of illumi-
nation, the commonly used metric is the ratio of the minimum illumination to the maximum
illumination across the area of interest. The degree of uniformity is determined using a
formula that quantifies the ratio of the minimum illumination to the average illumination
across the area of interest [28].

U1 =
Evmin

Evaverage
(6)
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U2 =
Evmin
Evmax

(7)

where U and Ev stand for the uniformity and illuminance, respectively.

4.1.2. Non-Uniformity

Irradiance non-uniformity is a critical parameter that characterizes the degree of
deviation from uniformity in the irradiance distribution across an entire test plane. It
represents the maximum relative error between the measured irradiance values and their
ideal, uniform distribution and can be mathematically expressed as [29]

Non-Uniformity =
Eemax − Eemin
Eemax + Eemin

× 100% (8)

where Eemax and Eemin are the maximum and the minimum values of irradiance [W/m2]
across the entire test plane.

4.2. Simulations vs. Measurements
4.2.1. Single LED Measurements

In the first stage, an algorithm was developed with the capability to approximate
and simulate all the quantities of interest. This algorithm takes as input the dimensions
of the illuminated surface, the distance between the surface and the light source, and the
full width at half maximum (FWHM) parameter and is capable of extracting the expected
maximum and minimum values of irradiance and illuminance. Moreover, the algorithm
can compute the non-uniformity of irradiance throughout the entire irradiated surface and
determine the dimensions of the surface that can be illuminated for specific non-uniformity
values. The latter is a fundamental criterion for the characterization and classification of
light simulators. Additionally, it generates graphical representations of the irradiance and
illuminance distributions for all the aforementioned cases.

The ensuing graphs depict the results obtained from a simulation performed consid-
ering the LED to be placed at the center of a surface with dimensions of 18 × 18 cm. The
illuminated surface had dimensions of 14 × 14 cm, and a distance of 31 cm was maintained
between the light source and the illuminated surface. All these variables are concentrated
in Table 2.

Table 2. System variables.

Dimensions of Illuminated
Surface (m)

Height (m) LED Array’s Dimensions (m)
Radiometric Flux (mW)

ϕe 442

x-axis [−0.07, 0.07] z-axis x-axis [−0.09, 0.09] Viewing Angle (degrees)

y-axis [−0.07, 0.07] 0.31 y-axis [−0.09, 0.09] 2 ϑ/2 120

In Figure 6 shows the simulated illuminance over the test plane. More specifically,
the results obtained after comparing the simulation and the measurements are presented
graphically in Figure 7. Figure 8 shows the contour plots for the same conditions.

Upon analysis of the graphs depicting the curves and contour plots of the measure-
ments and simulations, it is evident that a significant level of convergence exists between
the two. However, any observed deviations may be attributed to reflections caused by the
light simulator.
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4.2.2. Multi-LED Measurements
Square LED Topology

The decision to investigate the arrangement in which the LEDs are arranged squarely
was made based on the results obtained from the algorithm already discussed. To determine
the ideal (suitable) LED position, the algorithm was tested with the following assumptions.
In Figure 9, the placement position of the light sources as well as the results of the lighting
modeling and the LED array are shown.
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The square LED array is 31 cm from the surface, which measures 18 × 18 cm. The red
dots are used to indicate the location of the LEDs on the graph. Additionally, the LEDs
were selected using a 2 × 2 LED square arrangement, wherein the distance between the
LEDs is 18 cm.

To ensure the understanding of the conclusions drawn by comparing the simulations
made with the resulting measurements, we present the illumination curves (Figure 10)
along with the contour plots (Figure 11).
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In comparison with the simulated non-uniformity, we observe a minor variation in
Figure 10b. Reflections and other physical factors (such as the measurement instrument’s
inaccuracy, the light sources’ temperature, etc.) might be blamed for this variance. Despite
the deviations, we observe that the values of the anticipated illumination determined via
the simulation test are remarkably near to the illumination that was ultimately measured.
For instance, the difference between the predicted and measured values at (0, 0), the center
of the testing plane, is less than 70 Lux.



Information 2023, 14, 316 13 of 21Information 2023, 14, x FOR PEER REVIEW 13 of 22 
 

 

 
(a) 

 
(b) 

Figure 11. Comparison of contour graphs for 2 × 2 LED array. (a) Expected illuminance contour 
graph; (b) measured illuminance contour graph. 

In comparison with the simulated non-uniformity, we observe a minor variation in 
Figure 10b. Reflections and other physical factors (such as the measurement instrument’s 
inaccuracy, the light sources’ temperature, etc.) might be blamed for this variance. Despite 
the deviations, we observe that the values of the anticipated illumination determined via 
the simulation test are remarkably near to the illumination that was ultimately measured. 
For instance, the difference between the predicted and measured values at (0, 0), the center 
of the testing plane, is less than 70 Lux.  

4.3. Multi-LED Light Simulator Design Guidelines’ Test 
In order to verify the claims made regarding the design guidelines, we performed the 

test depicted in Table 3 [22]. As elucidated in Section 2.4, the examination of the critical 
value function (z) guided us to ascertain an interval denoted as [z1, z2], wherein the func-
tion exhibits monotonic changes. 
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4.3. Multi-LED Light Simulator Design Guidelines’ Test

In order to verify the claims made regarding the design guidelines, we performed
the test depicted in Table 3 [22]. As elucidated in Section 2.4, the examination of the
critical value function (z) guided us to ascertain an interval denoted as [z1, z2], wherein the
function exhibits monotonic changes.
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During the examination, considering the available quantity of light sources, which
was limited to four LEDs, the algorithm derives the optimal topology and the most suitable
distance between them, complying with the restrictions imposed on the testing plane.

Subsequently, once the fundamental parameters have been established, the critical
value function is evaluated. Through the analysis of this function, the turning point is
determined which led to finding the interval [z1, z2] (shown by the black dashed lines)
from which z0 was chosen (Figure 12).
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Eventually, by substituting the turning point into the illuminance (or irradiance)
distribution calculation algorithm, the graphical representation of the test plane under the
calculated conditions is obtained (Figures 13 and 14).
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During the examination, the quantity of available light sources was limited to sixteen
LEDs. The algorithm derives the optimal topology and the optimal inter-LED distance
while adhering to the constraints imposed on the testing plane.

After setting the baseline parameters, the critical value function is evaluated, and
subsequently, the turning point is obtained via analysis of the aforementioned function.
This point led to finding the interval [z1, z2] (shown by the black dashed lines) from which
z0 was chosen (Figure 15).
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Subsequently, by substituting the turning point into the illuminance (or irradiance)
distribution calculation algorithm, a graphical representation of the test plane under the
calculated conditions is obtained (Figures 16 and 17).
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Third Case: Analysis of a Six × Six Light-Emitting Diode (LED) Array
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In this investigation, a total of thirty-six LEDs were utilized as the available light
sources. The algorithm successfully determines the optimal topology and inter-LED dis-
tance while considering the limitations imposed on the testing plane.

Once the baseline parameters have been established, the critical value function is
evaluated. Through analysis of this function, the turning point is identified which led to
finding the interval [z1, z2] (shown by the black dashed lines) from which z0 was chosen
(Figure 18).

Subsequently, by substituting the turning point into the illuminance (or irradiance) dis-
tribution calculation algorithm, a graphical representation of the testing plane is generated
based on the calculated conditions (Figures 19 and 20).

After conducting an analysis of various LED array topologies, we came to several
findings related to the optimization of illumination uniformity and maximum irradiance
values. Through a series of rigorous tests and mathematical models, we identified the
optimal non-uniformity that can be achieved while taking into account the maximum
illuminance in specific intervals.
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Our investigation demonstrated that a square LED array configuration provides the
most favorable conditions for achieving optimal illumination uniformity and maximum
irradiance values. The utilization of this configuration allowed us to evaluate different
parameters, such as the number of LEDs required to achieve the desired illumination, the
distance between the LEDs, and the angle at which light emanates from each LED. By
taking these parameters into account, we were able to design LED arrays that produce light
with the desired illuminance levels and uniformity ratios.

Based on the results of our analysis, we found that the target non-uniformity can be
achieved by balancing the height and topology and associating the maximum irradiance
values. The results are summarized in Table 4.

Table 4. Design guidelines results.

Topology Interval of Distance from
LED Array—Height (m) Interval of Non-Uniformity

Interval of
Max-Illuminance
(lux)

2 × 2 [0.078, 0.121] [0.162, 0.181] [2080, 2270]

4 × 4 [0.023, 0.048] [0.62, 0.63] [32,900, 30,800]

6 × 6 [0.012, 0.041] [0.71, 0.735] [81,500, 83,000]

The next task was to identify the maximum illuminated surface for a given non-
uniformity. The results of the experimentation are tabulated below, with the non-uniformity
of a 12 × 12 cm area illuminated with a square 2 × 2 array as the baseline (Table 5). The
results dictate a non-linear relationship between the area and the maximum illuminance.

Table 5. Investigation of the results of design guidelines.

Topology Distance from LED
Array—Height (cm)

Selected Centered Test
Plane (cm)

Non-Uniformity of the
Selected Test Plane (%)

Maximum
Illuminance (lux)

2 × 2 12.1 12 × 12 18.26 2270

3 × 3 9 7 × 7 17.59 12,380

4 × 4 4.8 4 × 4 17.29 30,800

5 × 5 4.55 3.3 × 3.3 17.25 71,260

6 × 6 4.1 3 × 3 17.12 83,000

Taking into consideration the experimental findings as a reference, our research sought
to expand its scope by examining the performance of non-uniformity in square arrays with
sources employing narrower illumination patterns. Specifically, via simulation we varied
the viewing angle (theta) of the LEDs, obtaining the results presented in Figure 21. Our
study focused on a 9 × 9 cm surface with a non-uniformity of less than 10%. Through
experimentation, we determined that the appropriate distance for illuminating the surface
fell within the range of [26.5 cm, 34.5 cm]. These first indications imply that narrow beam
patterns do not improve the maximum illuminance. However, more research is required,
and potentially different topologies may later alter this finding.
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5. Conclusions and Future Work

In this work, we presented an analytical approach for modeling the light intensity
distribution over a plane at a variable distance from multiple light sources. We utilized
this approach to model a light simulator consisting of a limited number of LED sources.
We specifically investigated the challenge of minimizing non-uniformity, leading to the
stabilization of the irradiance distribution over a test area with specific dimensions. The
above-mentioned findings were validated through experimentation conducted on a real
light simulator setup.

We demonstrated that even with a small number of low-cost LED sources, high levels
of irradiance can be achieved with bounded nonuniformities. The presented guidelines
serve as a resource for designing tailored, low-cost light simulators that meet user-specific
area/intensity/uniformity specifications. This work has the potential for application in
various scientific and industrial domains including PV cell characterization, optics quality
testing, education, DIY laboratory equipment, etc.

Future work should involve the incorporation of optics to examine light sources with
varying viewing angles, including those with narrow and wide full width at half maximum
(FWHM) angles, as well as investigating their potential synergistic effects. Building upon
the conclusions derived from the present study, the inclusion of dimming LEDs in the
center of the designated area is proposed as a promising improvement to achieve better
uniformity smoothing.

Finally, a future study should involve the combination of LED sources with different
spectrum responses, targeting the spectral emulation of different indoor light sources.
This will improve the reliability of the estimation of PV cell performance in various
indoor environments.
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Abbreviation

Abbreviation Definition Unit
RES Renewable energy source -
IoT Internet of Things -
PV cells Photovoltaic cells -
LED Light-emitting diode -
SRC Standardized reporting condition -
FWHM Full width at half maximum -
θ Polar angle rad
ϕ Azimuth angle rad
I(θ,ϕ) Radiant intensity W/sr
Ee Irradiance W/m2

Ev Illuminance Lux
m Position-dependent constant value for LED emission region -
d Distance m
sup Supremum
inf Infimum
U Uniformity
NU Non-uniformity
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