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Abstract: Plant phenotyping studies the complex characteristics of plants, with the aim of evaluat-
ing and assessing their condition and finding better exemplars. Recently, a new branch emerged
in the phenotyping field, namely, high-throughput phenotyping (HTP). Specifically, HTP exploits
modern data sampling techniques to gather a high amount of data that can be used to improve the
effectiveness of phenotyping. Hence, HTP combines the knowledge derived from the phenotyping
domain with computer science, engineering, and data analysis techniques. In this scenario, machine
learning (ML) and deep learning (DL) algorithms have been successfully integrated with noninvasive
imaging techniques, playing a key role in automation, standardization, and quantitative data analysis.
This study aims to systematically review two main areas of interest for HTP: hardware and software.
For each of these areas, two influential factors were identified: for hardware, platforms and sensing
equipment were analyzed; for software, the focus was on algorithms and new trends. The study was
conducted following the PRISMA protocol, which allowed the refinement of the research on a wide
selection of papers by extracting a meaningful dataset of 32 articles of interest. The analysis high-
lighted the diffusion of ground platforms, which were used in about 47% of reviewed methods, and
RGB sensors, mainly due to their competitive costs, high compatibility, and versatility. Furthermore,
DL-based algorithms accounted for the larger share (about 69%) of reviewed approaches, mainly due
to their effectiveness and the focus posed by the scientific community over the last few years. Future
research will focus on improving DL models to better handle hardware-generated data. The final aim
is to create integrated, user-friendly, and scalable tools that can be directly deployed and used on the
field to improve the overall crop yield.

Keywords: high-throughput phenotyping platform; sensor; plant traits; DL/ML algorithm; image
acquisition technique

1. Introduction

The exponential population growth experienced over the last century has increased
the need for a sustainable food supply. However, adverse factors related to disturbances in
plant growth, climate change, development, tolerance, resistance, architecture, physiology,
and ecology have reduced crop yields, causing relevant losses in agricultural production.
In addition, extensive agriculture has worsened the environmental crisis and, therefore, the
destruction of natural resources. For example, a significant portion of the global population
is affected by drought [1], which can cause disruptions in plant production, leading to
changes in nutrient uptake and plant performance [2]. Using biological stimulants at
appropriate plant growth stages can help restore plant productivity [3,4]; to this end, the
development and diffusion of advanced sensing technologies have opened a new horizon
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to deal with challenges related to monitoring unpredictable agricultural ecosystems [5].
Precision agriculture has been promoted to increase production, improve yield quality and
quantity, protect the environment, and reduce costs [6].

However, such systems require proper amounts of data to be effectively used. Genomic
tools can usually provide enough data to characterize the genomics of a plant. In that
case, a systematic quantification of phenotypic traits poses unique challenges [7], which
the scientific community has dealt with through a branch named plant phenotyping that,
if used in association with genomics, could provide a useful tool for improving plant
breeding.

Plant phenotyping mainly deals with both the morphological and the physiological
characteristics of the plant. Specifically, morphological traits, such as leaves, stems, flowers,
fruits, and roots, describe the vegetative and reproductive characteristics of the plant [8].
As for physiological characteristics, such as vigor, leaf surface, biomass, and inflorescence
structure, these are used to quantitatively assess the status of the plant during its life
cycle. Hence, these traits are in-depth and accurately assessed by plant phenotyping
methods to improve the accuracy of crop monitoring, evaluating the stress level of each
plant, and posing the basis for the development of new and more efficient agricultural
practices. However, plant phenotyping has been fraught with several constraints over the
past decades, being in some cases destructive, time-consuming, or too expensive.

To overcome these limitations, specific hardware tools for improving the throughput
of plant phenotyping have been developed [9]. These tools aim to reduce the costs related
to plant phenotyping and allow for nondestructive characterization of the traits of interest,
contributing to the development of a new field called high-throughput phenotyping (HTP).

HTP is enabled by using HTP platforms, which allow the automatic extraction of plant
traits [10]. HTP platforms enable the characterization of plant traits to be automated, reduc-
ing time and effort while preventing destructive damage to plants. Each platform embeds
several sensing equipment, including unmanned vehicles, drones, and satellites [11]. The
selection of such sensors is strictly related to the application scenario in which the specific
HTP platform should operate. For example, aerial platforms are generally more flexible and
efficient than ground platforms. They can be extensively used in open areas [12], whereas
ground-based robotic platforms may be most suited for monitoring plant traits over time
in closed environments [13]. Another example may be related to satellite-based platforms,
which can be effective when data must be collected over a large geographic area [14].

Although these challenges are the first step in improving the plant phenotyping pro-
cess, it is important to remember that these systems produce a huge amount of data to iden-
tify and classify plant traits in a reasonable amount of time while keeping costs down [15].
Combining biological expertise with computer science and engineering knowledge is nec-
essary to automatically analyze these huge amounts of data generated by platforms, and to
improve plant phenotypic activities with noninvasive imaging techniques.

In this scenario, advanced technologies and new sensors on the market play an
important role in data gathering. For example, visible RGB sensors are suited to capture
images of plant morphology, while near-infrared (NIR) can assess plant chlorophyll, water
quantity, and temperature [16-18]. Hyperspectral imaging has also been used to investigate
leaf tissue structure and pigments [19]. Other available sensors include multi-spectroscopy,
Raman spectroscopy, magnetic resonance images (MRI), and X-ray imaging, which have
been exploited to study the internal anatomy of fruits [20] and seeds [17,21,22], as well
as the overall internal morphology of plants [23]. X-ray imaging is also useful while
studying root development [24,25], as visually measuring the root system architectures
poses unique challenges due to the presence of the surrounding soil [26]. In addition to
specific imaging systems, rhizotubes or minirhizotrons buried underground have been
investigated to capture high-resolution images of roots by installing guided scanners and
camera systems [27].

Using sensors such as those introduced beforehand, a huge amount of data can be
collected and must be labeled (usually by domain experts) before being ready for further
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analyses. Nearly successful ideas have been implemented to analyze these data using
traditional ML and computer vision methods [28]. For example, combining a computer
vision algorithm with ML (support vector machines, SVMs) to classify leaves showed that
this automatic system helped achieve better accuracy [29]. The development of a pipeline
combining computer vision, ML, and robotics showed that image segmentation tasks can
be performed with a relatively high level of overall accuracy (86%) [30]. However, the
problem with ML approaches is that these analysis techniques cannot work well with
low-quality images or generalize if applied to data showing a significant change in imaging
conditions [31]. Images should be acquired in the best possible conditions; otherwise, the
possibility of introducing noise in the output will increase. A compelling reason for the
increasing interest in DL is that it learns the features from the input data fully automatically
and generalizes well despite differences in the data [32]. However, DL models require
a large amount of data for training to perform, e.g., segmentation and recognition tasks;
hence, the transfer can be generalized well [33]. Although both ML and DL approaches
can process image data, researchers are trying to determine which is the most useful to
better evaluate the plant traits of interest. For example, ML still performs well in regression
evaluations, while, in the discussion of classification, there is a possibility that DL can work
more quickly and accurately. This could be due to the better capabilities of DL in faster
and more accurate identification of plant features. Since many scientists have studied plant
phenotyping only from a one-dimensional perspective, no comprehensive study has been
published to examine all four influencing factors of HTP examined in this paper. Therefore,
this study provides a systematic review of HTP on the morphology of plants (i.e., the aerial
part of the plants and their roots) to evaluate four factors: platforms, sensors, algorithms,
and new trends in data processing. These factors were selected as they refer to two main
categories: hardware (platforms and sensors) and software (algorithms and new trends),
as reported in Figure 1. To the best of the knowledge of the authors, this is the first study
focused on these factors in HTP.

Hardware factors Sensing
equipment

Systematic

Platforms ]
review

Algorithms

Figure 1. Diagram of the two main categories—hardware and software—considered in this review,
as well as the four factors specifically addressed: platforms, sensing equipment, algorithms, and
new trends. Blue: hardware-related factors; orange: software-related factors. All factors are equally
important and, thus, equally distributed around the systematic review depicted centrally in green.
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2. Background

Considering the relevance of plant phenotyping, several contributions have been
provided by the scientific community over recent years. Usually, these studies are focused
on a single factor.

2.1. First Factor: Platforms

As for platforms, researchers have shown that aerial platforms (i.e., UAVs) can provide
accurate information on the physiological parameters and geometric characteristics of
plants in real time on a large-scale area and support a large variety of sensors [34,35]. As
such, the flexibility of these platforms makes them suitable for widespread applications,
and users can easily work with them without complicated training [34]. Nevertheless,
environmental factors may affect UAV imagery [34], such as temperature, wind, humidity,
and rain, which can negatively impact the data quality. Furthermore, UAVs must deal with
constraints related to the life of their batteries, which leads to the need to optimize their
trips to gather as much data as possible.

Another important point, expressed by the authors in [36], is that minimizing the cost
of phenotyping products with an automated platform might be a good idea if the robots
are designed to be multifunctional and can be used for different crops (considering, for
example, the different appearance and morphology of the plants, their growth stage, the
different sizes, etc.), as the authors believed that robotic platforms can measure many traits
related to morphology, structure, development, and physiology, but may increase the costs
due to the limitation of their design to different species.

2.2. Second Factor: Sensing Equipment

On the other hand, for image acquisition from platforms, the type of sensors may vary
depending on the nature of the features to be extracted and analyzed (i.e., the plant traits).

For example, the use of X-ray sensors for plant seed evaluation has been considered
by some researchers. X-ray radiography has been used to classify Jatropha seeds [37],
forage grass seeds [38], non-viable watermelon seeds [39], and seed morphology [40].
Nevertheless, more research should be conducted to increase the performance of such
sensors, e.g., by reducing the computed tomography (CT) reconstruction time or scanning
more objects in one pass [23].

Some other researchers have performed neural network modeling with RGB sensors
for implementing leaf counting [41] and segmentation [42]. Therefore, the sensor type
should be selected according to the assessable traits to obtain the most relevant data to be
analyzed.

2.3. Third Factor: Algorithms

Despite the constraint highlighted in Section 2.2, recent advances in sensing equipment
have allowed the scientific community to obtain high-quality data from HTP platforms.
This has shifted the discussion from equipment (whose reasonable choice is always a
mandatory point) to algorithms for data processing and image understanding.

Let us underline that such data must be first properly managed; however, due to their
size, it is not straightforward to use manual methods to label and manage such amounts
of data [43]. As such, recent approaches tried to exploit image processing techniques
to automatize these processes as much as possible [44]. Furthermore, the advances in
computational capabilities due to the development of graphic processing units (GPUs)
have led to the wide use of highly accurate methods, even if computationally expensive,
using ML, DL, or a combination of both in reasonable time and at acceptable costs [45]. For
example, the authors of [46] proposed a method for automatic plant segmentation and leaf
counting, which uses SVM and a probabilistic active contour model to label plant leaves
automatically. The results showed that the method could achieve 70% accuracy, reducing
the required effort in terms of time by at least 90%. Another approach was proposed in [47],
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where the authors propose using a Gaussian mixture model (GMM) for automatic root tip
detection, achieving an accuracy of 97% in predicting the primary root.

Although traditional ML approaches have been successful in phenotyping
plants [46,47], recent studies have shown that DL can improve achieved results [45]. As
an example, in [39], the authors compared results achieved by several ML approaches
(i.e., linear discriminant analysis, quadratic discriminant analysis, and k-nearest neighbors)
to those achieved by deep neural networks (i.e., Alex-Net [48], VGG-19 [49], ResNet-50,
and ResNet-101 [50]) in classifying watermelon seeds. The results showed that the best-
performing DL model (ResNet-50) achieved 87.3% accuracy, while the best ML model
(linear discriminant analysis) stopped at 83.6%.

2.4. Fourth Factor: New Trends

DL approaches have shown great generalization capabilities and have been used in
several scenarios. As an example, the authors in [51] proposed an approach called Tassel-
Net to identify corn tassels by combining convolutional neural networks (CNNs) with local
counting regression. The authors claimed an overall average absolute error of 6.6% and an
average squared error of 9.6%, over eight test sequences. Other approaches (e.g., [52]) used
DL to detect roots and branches, achieving an accuracy above 97% on a custom dataset.

Deep neural networks have also been extensively used to solve image-related tasks
such as image segmentation. For example, SpikeSeg-Net [53] combines two networks, i.e.,
a local network for spot extraction and a global network for mask refinement, achieving an
overall accuracy of 99.91% in wheat ear detection on a proprietary dataset. DL can also be
used when a three-dimensional representation of a plant is available. For example, in [54],
the authors proposed a model named 3D-BoNet, which could achieve a segmentation
accuracy of 87.5% on a proprietary dataset containing the three-dimensional representation
of plants. Lastly, the success of single-stage detectors, such as those based on the YOLO
family [55], has led the research community to widely adopt variants of these tools to
deal with other detection and segmentation problems. For example, the authors in [56]
used YOLO variants to count sorghum heads starting from drone imagery, achieving an
average accuracy of 95%. In contrast, the authors in [57] used the fifth revision of the YOLO
family, YOLOV5, to ensemble models of different sizes trained via transfer learning on
a challenging dataset containing more than 4000 images of tomatoes (standard quality),
achieving an average precision of about 80% in the best case.

This analysis showed that HTP cannot be considered a compartmentalized topic,
where several monolithic “blocks” deal with different, noncoupled aspects of the problem.
Instead, the factors previously described are all highly dependent on each other. As
such, this work aims to investigate these factors, highlight the interdependencies between
hardware and software, and provide an overview of the relationships among platforms,
algorithms, sensors, and new trends in processing gathered data.

3. Methodology
This section describes the steps of the research method used in this systematic review.

3.1. Review Questions

As this study focused on investigating four relevant factors that influence the research
related to HTP, the following research questions (RQs) were used as the basis for the
systematic review:

- About platforms—RQ1: What platforms are used in HTP for aerial parts of plants and
roots, and what are their strengths and challenges?

- About sensing equipment—RQ2: What sensors do experts use to capture plant traits,
and what data do these sensors collect for analysis?

- About algorithms—RQ3: What algorithms can better extract and predict traits obtained
from specific phenotypic data?
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- About trends—RQ4: What are the main trends toward which research in the HTP field
is moving?

3.2. Literature Search Strategy

The analysis was based on the PRISMA protocol, designed around four concepts: a
literature search strategy, led by a series of inclusion and exclusion criteria, followed by a
quality assessment, which led to data extraction [58].

Hence, the first step was to gather studies on HTP by performing an extensive literature
search. As such, the Scopus database was used for two main reasons:

1.  According to [59], using more than one database for a literature search does not
guarantee a positive impact on the research outcome.

2. The high degree of reliability of Scopus guarantees the evaluation of high-quality
papers published in qualified journals.

The research considered only papers published between 2019 and 2022, aiming to
include only recent relevant publications. The following keywords were used to search for
articles using AND/OR operators:

“Sensor” AND “high-throughput plant phenotyping”.

“Machine learning” OR “deep learning” AND “high-throughput plant phenotyping”.
“Platform” AND “high-throughput plant phenotyping”.

“Image acquisition technique” AND “high-throughput plant phenotyping”.

About 1000 published and in-progress articles were found at the first stage before
applying filter restrictions (based on language, abstracts, articles not published in full, and
articles not related to the investigated topic). Then, about 500 papers out of 1000 were
filtered. Figure 2 shows a PRISMA flowchart detailing the extraction of articles relevant to
the study and the subsequent filtering stages that were applied.

E Identification

Number of records identified by search in dataset

""" t

Screening

Number of records screened after duplicates removal, language, and abstract

N=500
P s FE—-
\ Eligibility ‘ ,
Number of records filtered by impact Number of records excluded because of title and
factor of journal without review
N=108 N=63

e L

N=32 N-32

Number of records included for analysis ‘ Number of records excluded in complete reading

Figure 2. Flow diagram of database search using PRISMA.

3.3. Inclusion and Exclusion Criteria

The papers were selected through a combined inclusion/exclusion test conducted
according to the PRISMA protocol. Specifically, Table 1 highlights the exclusion criteria,
while Table 2 describes the inclusion criteria. These criteria were used to filter the 500 papers
acquired after the screening step, resulting in a final result of 32 relevant items representing
the final database used for the review analysis.
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Table 1. Exclusion criteria.

Exclusion Criterion

Articles not written in English
Articles that do not refer to high-throughput plant phenotyping
Articles that relate to phenotyping traits but are unrelated to the discussion
Articles that do not use DL or ML
Articles that appear in invalid journals or those with very low-impact factors
Articles that are reviews
Articles for which only abstracts are available

NGO WN = 3

Table 2. Inclusion criteria.

Inclusion Criterion

Articles written in English
Articles that refer to the high-throughput plant phenotyping
Articles that use DL or ML
Articles that appear with high-impact factors
Research articles (non-review papers)
Articles that are fully available
Articles that relate to selected research questions

NGO WN = 3

The collected and filtered items were carefully ranked according to their merits and cat-
egorized with respect to the research questions identified beforehand. The data extraction
procedure is summarized in Table 3.

Table 3. Data extraction.

Extraction Element Contents Type

1 Title Yes/no
2 Research questions The clear description of the research question
3 Type of article Problem identification
4 Study outcomes Short description of study outcomes
5 Year The year of publication
6 Journal Impact factor (Q1)

4. Results

This section reports the results of the review conducted on the selected papers, which
are summarized in Table 4. First, a quantitative description of the studies based on different
grouping strategies is reported; then, they are grouped to highlight their distribution with
respect to the research questions that guided the systematic review process.

The trend of publications based on data from this study over the years from 2019 to
2022 is shown in Figure 3. This graph shows that the science of high-throughput plant
phenotyping was still in its infancy in 2019, with 6% of the papers that were analyzed.
Then, it grew over time, increasing to 47% in 2022. This shows the importance and interest
of researchers in plant phenotyping aimed at improving accuracy in evaluating plants and
agricultural products.

Figure 4 shows the five high-impact factor journals considered as references for this
review article. Most of the 32 selected papers (about 31%) were selected from the journal
with an impact factor of 6.627.



Information 2023, 14, 214 80f18
Table 4. Summary of eligible papers included in the systematic review.
Reference Year Plant Platform Sensor Algorithm
[27] Bauer et al. 2022 Wheat Minirhizotron Camera DL
[60] Xu et al. 2022 Alfalfa Rhizotron RGB ML/DL
[61] Islam Elmanawy et al. 2022 Oilseed rape Hyper platform Hyperspectral DL
[23] Van De Looverbosch et al. 2022 Sugar beet Polystyrene sheets X-ray CT DL
[16] Das Choudhury et al. 2022 Flowers LemnaTec Scanalyzer RGB, infrared DL
[62] Daviet et al. 2022 Maize PhenoArch RGB DL
[63] Yu et al. 2022 Lettuce LQ-FieldPheno Hyperspectral DL
[64] Oury et al. 2022 Maize Earbox RGB/IR DL
[65] Rolland et al. 2022 Cotton Microscope Microscope DL
[66] Petti and Li 2022 Cotton UAV RGB DL
[67] Zhao et al. 2022 Cotton Rhizo-Pot platform Scanner DL
[8] Maji et al. 2022 Wheat Chamber platform RGB DL
[68] Narisetti et al. 2022 Maize/wheat Scanalyzer3D RGB DL
[69] Zenkl et al. 2022 Wheat Field platform RGB DL
[70] Lubi et al. 2022 Arabidopsis MultipleXLab RGB DL
[71] Jubery et al. 2021 Soybean SNAP platform RGB ML/DL
[72] Zhao et al. 2021 Sorghum UAV Multispectral ML
[73] Guo et al. 2021 Maize KATA4IA field RGB ML/DL
[74] Chang et al. 2021 Arabidopsis Controlled Platform RGB ML/DL
[75] Zhu et al. 2021 Wheat DP72 microscope DP72 microscope DL
[76] Zhou et al. 2021 Maize Chamber RGB DL
[77] Pranga et al. 2021 Ryegrass UAV Multispectral/RGB ML
[78] Banerjee et al. 2021 Wheat UAV Multispectral ML
[32] Koh et al. 2021 Wheat UAV RGB ML/DL
[79] Rehman et al. 2020 Maize Greenhouse platform Hyperspectral DL
[80] Duetal. 2020 Lettuce Greenhouse platform Industrial camera DL
[81] Lin and Guo 2020 Sorghum UAV RGB DL
[82] Jiang et al. 2020 Cotton GPhenoVision RGB DL
[83] Falk et al. 2020 Soybean Root platform RGB ML/DL
[84] Lu and Cao 2020 Wheat/maize Field platform RGB DL
[85] Milella et al. 2019 Grapevine Caterpillar vehicle RGB-D DL
[86] Zhou et al. 2019 Soybean Greenhouse RGB ML
Number of study

2022 47%

2021 5%

2020 19%

2019 6%

0 5 10 15 20

Figure 3. Number of publications over the years.

Figure 5 shows the predominant approaches in 32 summary studies from 2019 to 2022.
The discussion about data analysis and the use of algorithms is currently attracting the most
attention. According to the articles selected for this review, 72% discussed data analytics
and algorithms. This could be because, with the increasing amount of image data, there is
an increasing need to develop powerful analysis tools capable of accurately and quickly
assessing phenotypic traits. Thus, scientists are trying to find ways to experiment with
and analyze big data by integrating computer vision, ML, DL, and artificial intelligence
approaches in general.
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M Plant phenomics Journal (Impact Factor=6.961)
W Computers and Electronics in Agriculture Journal (Impact Factor=6.757)
M Frontiers in Plant Science Journal(lImpact Factor=6.627)

Remote sensing Journal(Impact Factor= 5.349

M Plant methods Journal(Impact Factor= 5.781)

15%

L
b

31%

15%

Figure 4. Participation percentage of journals with high impact factor from 2019 to 2022.

9% 3%
16% ‘
72%

MAlgorithms M Sensors M Platforms 4 Techniques

Figure 5. Predominant approaches in 32 summary studies from 2019 to 2022.

Figure 6 describes the distribution of the studies according to the part of the plant
under analysis. Specifically, 24 studies (i.e., 75% of the total number of papers) focused on
the aerial parts of plants, including leaves, flowers, and fruit. Meanwhile, 19% of reviewed
papers concerned root systems, and only two studies (i.e., 6% of the total papers) were
conducted on seeds.

Number of study 75%
30
20
% 6%
10 I.I
. :
Root System The aerial part Seed
of the plant morphology

Figure 6. The number of studies (on the Y-axis) according to the specific part of the plant under
analysis (on the X-axis). As can be seen, 19% of the studies focused on the root system architecture, in
contrast to 75% on the aerial part of the plant, and 6% on the morphology of the seed.

To better understand the strengths and weaknesses of different high-throughput plant
phenotyping platforms, the papers were grouped by platform type, as shown in Figure 7.
Five different platform types were categorized: ground platforms, aerial platforms, root
platforms, vehicles, and microscopic platforms, showing that almost one paper out of two
focused on ground platforms.
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Number of study 47% 22%
15 - 6%
19% | |
10 - 6%
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0 |
® Ground Platform M Aerial Platform vehicle
= Root Platform Microscopic Platform

Figure 7. The number of studies (on the Y-axis) according to the platform used for HTP (on the
X-axis). The distribution shows that most of the studies (about 47%) used ground platforms, followed
by root platforms (used by 22% of the studies) and aerial platforms (about 19%). Only 6% of the
reviewed papers used vehicles and microscopic platforms.

The papers in the review pool used four main types of sensors, which are highly
dependent on the research problem and the required quality of gathered data. Thus, there
is a need for a better understanding of the kinds of data (and subsequent plant traits) usually
captured and studied by the domain experts. The proposed categorization includes RGB,
multispectral, and hyperspectral cameras, and X-ray CT. Figure 8 shows the distribution of
sensor types within the reviewed studies.

Number of study

25

63 %

20

15

10

3% 16%
6

. -— B
Xerg Oty
y er
Deq,a / cr cg"’&l‘a

Figure 8. The number of studies (on the Y-axis) according to the sensor equipment used for HTP (on
the X-axis). The distribution shows that most of the studies (about 63%) used RGB cameras, followed
by hyperspectral and multispectral cameras (both at 9%). Few researchers used X-ray CT, while
approximately 16% of papers used other types of sensors.

As can be seen from Figure 8, most researchers used RGB images; hypers-
pectral [61,63,79] and multispectral [72,77,78] sensors were used in about 9% of the re-
viewed papers. Only one article used X-rays for seed evaluation [23].

Lastly, it is worth analyzing whether specific families of algorithms are used by
researchers to evaluate specific phenotypic traits. Figure 9 shows the distribution of studies
according to the type of algorithm used by the paper authors. It can be seen that most
researchers used DL to perform plant phenotyping activities.
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Number of study
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Figure 9. The number of studies (on the Y-axis) according to the algorithm used for data evaluation
(on the X-axis). Most studies (about 69%) used DL approaches, while only 12% of the studies were
based on traditional ML. Lastly, 19% of the reviewed studies used hybrid approaches involving both
ML and DL.

5. Discussion

This section is organized into four subsections, each mapping the related research
question introduced in the previous section.

5.1. Platforms

The continuous effort by researchers in creating automated pipelines for image acqui-
sition and processing for plant assessment has led to the development and improvement of
HTP platforms.

The plant characteristics to be evaluated suggest using a specific HTP platform in-
stead of another. For example, some platforms are specifically tailored to acquire images
concerning the aerial parts of the plant, while others can target the roots; furthermore,
some can be used in laboratories and greenhouses under controlled conditions, while
others are specifically designed to be deployed directly on the field. Hence, to answer
RQ1, a taxonomy of platforms was developed from the reviewed studies, examining their
strengths and weaknesses and highlighting that different types of platforms have been
effectively used for data collection.

Ground platforms were the most used due to their flexibility, ease of use, and relatively
low cost. Among the studies analyzed, it is worth mentioning PhenoTrack3D [62], a pipeline
able to reconstruct the 3D architectural development of a maize plant at the organ level
throughout its entire lifecycle, as well as the method described in [80], where authors
proposed an HTP platform based on CNNs to detect pots and segment lettuces in the
greenhouse environment automatically.

Although ground platforms are flexible and easy to use, they may not be well suited for
operating in open fields. Consequently, some researchers shifted their focus toward aerial
platforms, which encompassed 19% of the reviewed studies. Intuitively, unmanned aerial
systems could provide an improved assessment of plant phenotype when used in large-
scale environments. For example, the authors in [66] showed that aerial platforms have
more control over the crops than ground platforms, providing data captured from points of
view not reachable by ground robots. Aerial platforms can also incorporate spectral sensors,
exploiting the information on spectral wavelengths to improve the identification of plant
organs [72]. Despite the advantages, however, aerial platforms must deal with the constraint
limited by adverse weather conditions [32,66]. The introduction of vehicles and robots to
perform HTP activities has greatly accelerated the whole process. Among the reviewed
papers, two studies focused on agricultural vehicles, achieving promising results [82,85].
Specifically, in [82], vehicles that simultaneously capture a plant from four different angles
were used, allowing a complete characterization of a single plant per run. The discussion
needs to be moved to the platforms aimed at studying the root system architecture (RSA)
of a plant, covered by about 22% of the reviewed papers. The RSA contains the growth
information that allows revealing the health status of the plant [43]. As such, phenotyping
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on root systems provides researchers with a useful tool to identify which plants can perform
better [87]. However, as roots are usually covered by soil, which does not allow a direct
visual assessment, different tools are required to extract visual information from these
systems (e.g., X-ray cameras) and, consequently, to process these data. This highlights both
the challenges posed by this topic and the focus of the scientific community on overcoming
these issues due to the importance of developing proper automated RSA monitoring and
assessment tools. Some examples are given below. The authors in [83] proposed a low-cost
hardware system with a controlled chamber to inspect root characteristics, automatically
performing image preprocessing, feature extraction, and segmentation on gathered data.
The authors of [70] proposed a mobile tool that automatically monitors root growth in
a laboratory environment. Let us point out that neither of these platforms handles the
challenges related to acquisition settings, such as illumination and occlusions. As such, the
authors in [67] proposed a fully automated, customizable, embedded platform that deals
with each stage of the root development cycle. This platform allows a rapid assessment
of root morphology and growth rate, improving the overall effectiveness of root HTP. To
answer RQ1 about root platforms, it must be noted that the platforms analyzed for RSA are
suitable only in laboratory environments.

Lastly, 6% of the reviewed papers studied plant leaves using a microscopic platform.
Phenotyping of leaves, including assessment of their morphological characteristics, allows a
better understanding of their operation and function [88]. Microscopic platforms are a good
case for studying leaf morphology. They can image the areas of leaves on both sides with
their cameras to automatically determine the stomatal index [75] or phenotype hairy leaves;
a microscopic platform can be a simple, powerful, and inexpensive imaging method [65].
However, when phenotyping leaves, attention must be paid to the magnification settings
of these platforms, as this measure may positively affect the detection of specific leaf
characteristics.

5.2. Sensors

Plant imaging can be performed using various sensors based on different working
principles and technologies that can capture, e.g., visible spectrum data (RGB), fluorescence,
or specific other wavelength information (IR, etc.), which can be used to evaluate different
plant traits. About 63% of reviewed studies used RGB sensors to capture plant images.
These sensors are the most popular for capturing the morphological information of plants
due to their inexpensiveness and ease of use. RGB sensors operate within the range of
human vision, with wavelengths ranging from ~400 to ~700 nm. For example, low-cost
RGB sensors have been used to detect grapes and estimate their volume [85] or to count
the aerial traits of plants, including ears and grains of cereals [84]. Systems composed of
multiple RGB sensors have also been developed. For example, the authors in [82] used an
array of four RGB sensors to improve the accuracy of a system used to count flowers. Let us
note that this configuration poses unique challenges; for example, the authors highlighted
that the sensor array can overlook images of neighboring plants. To overcome this issue,
the authors proposed an aerial acquisition setting, where the array is used to look at a set of
plants instead of a single one. Aerial gathering vehicles equipped with RGB images were
also used in [32] to gather data for plant localization.

Multispectral sensors can also be used to gather images to evaluate the characteristics
of plants due to the use of multiple spectral bands, which can provide more information if
compared to RGB sensors [76]. The effectiveness of multispectral sensors was demonstrated
in [72], where the authors showed improved accuracy in detecting plant organs. Drones
can also be equipped with multispectral sensors, achieving improved results in detecting
dynamic changes in radiation in low-light environmental conditions and automatically
determining the optimal flight altitude for crop estimation [78].

Another type of sensor emerging in HTP is the hyperspectral sensor, which is able to
capture images with a few nanometers of wavelength resolution, ranging from ultraviolet
radiation to infrared. As for the reviewed papers, only three used hyperspectral sensors
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as it is quite an expensive sensing technology that emerged on the market in recent years.
However, since a hyperspectral image is a collection of many images (depending on
the spectral resolution of the sensor), hyperspectral data have huge dimensions and are
complex to manage and process. The three papers showed promising results, especially
when the data were analyzed using deep neural networks [61,63,79].

X-ray sensors have also been used for HTP to assess internal fruit morphology [23].
Therefore, it is fair to say that the only sensors capable of assessing the internal morphology
of fruits and seeds to date are X-ray sensors performing CT scans. Lastly, microscopic
sensors are suitable for visualizing microscopic leaf characteristics, such as stomatal leaf
index and leaf fluffiness, achieving good accuracy [65,75].

5.3. Algorithms

ML and DL algorithms have been effectively used to analyze data from HTP platforms.
ML algorithms have been used in several applications, such as plant segmentation by
K-means clustering [76], crop estimation via regression analysis using the Gaussian process
and random forest [72,77,78], and the development of processing pipelines for the extraction
and analysis of plant characteristics [72,73].

Specifically, the latest application was developed to ease the computational burden
on manual labelers, introducing automated or semi-automated pipelines to estimate the
number of plants from existing imagery, e.g., separating target plants from a noisy back-
ground in field images. As an example, a self-monitoring pipeline called KAT4IA was
proposed in [73] to extract pixels belonging to plants and estimate plant height by combin-
ing ML models and neural networks. Another approach for measuring root nodes was
proposed in [83], where the authors created a pipeline based on DL architectures, such as
RetinaNet and UNet [71], to automatically identify the location of roots on images. Let
us underline that the idea of automatic pipelines has been proposed in all data analysis
steps. Generally speaking, pipelines automating the analysis of the plant were able to
reduce processing time, while delivering higher accuracy when compared with manual
methods [27,62,69,75,80].

As for DL, an interesting development has been achieved via deep neural networks
aimed at object detection applied to HTP. For example, existing architectures, such as
AlexNet, VGG16 and 19, and Inception, were used to accurately detect fruit on low-quality
images [85]. However, new architectures were also explored to deal with the specific
challenges related to evaluating and identifying plant phenotypic traits. For example, the
authors in [70] proposed a modification of the traditional U-net model to train a few images,
achieving precise segmentation results in seed recognition and plant root evaluation.

Object detection has also been performed using two-stages detectors, such as R-CNN
and Fast R-CNN [88], providing high detection accuracy at the cost of high computational
complexity [89]. In the HTP field, for example, a model called SlypNet [8] uses variants of
two-stages detectors, i.e., Mask R-CNN and U-Net, to perform wheat detection.

To overcome the limitations of two-stage detectors, faster (and more accurate) single-
stage detectors, such as YOLO and its successors [55,57], have also been largely employed
over recent years. These models improve the ability to extract local features from images
and reduce the background detection error rate [90]. For example, FlowerPhenoNet [91]
was used to identify flowers and investigate their location within images. Moreover, the
authors in [57] compared the effectiveness of YOLOVS5 architectures in performing node,
fruit, and flower detection on tomato plants.

Lastly, the results achieved by integrating ML and DL also led to a comparison of
these types of approaches. As an example, the authors in [60] compared image-based RSA
phenotyping methods using several ML and DL algorithms, specifically k-means, naive
Bayes, random forest, shallow neural networks, and deep neural networks, showing that
the latter achieved the highest accuracy (about 86%) on a dataset of 617 root images from
mature alfalfa plants.
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5.4. New HTP Research Ideas and Proposals

The purpose of RQ4 was to identify new methods and research trends for plant
phenotyping activities currently hypothesized or implemented by researchers, allowing
for new ideas to open up further horizons. Only one study [67] focused on developing a
new innovative phenotyping method to simulate a farm by installing scanners and plant-
growing containers, specifically acrylic plates. This method fully automated the steps of
image acquisition and data analysis, preventing time-wasting because of the implemented
automatisms and reducing the costs. This creative work aimed to develop a laboratory
platform for capturing the phenotypic characteristics of plant roots while automating the
entire process from image capture to data analysis.

6. Conclusions and Future Work

In this paper, a systematic review based on the PRISMA protocol was presented
to investigate how specific factors affect high-throughput plant phenotyping activities
from the aspects of both hardware and software. A rigorous paper selection led to the
identification of 32 relevant scientific articles in this review. The results were discussed,
leading to the following conclusions:

e  Ground platforms were among the most commonly used platforms for the aerial part
of plants. They were used in laboratories due to their cost and time effectiveness,
simplicity, and compatibility for data collection.

e  Researchers widely used digital RGB cameras because of their compatibility and ease
of integration with all plant phenotype platforms; moreover, using RGB cameras, it
is possible to capture images of both the aerial part of the plants and the root system
architecture, thus lowering the costs and achieving relatively good quality images in
terms of resolution and general appearance.

e  Deep learning models were among the most widely used methods in plant pheno-
typing in the last few years. These models can detect and accurately measure, for
example, specific parts of the plant (fruit, flowers, roots, etc.).

Using deep neural network-based pipelines gave improved results with respect to
classical machine learning approaches. However, particular attention should be given to
the adaption of custom models developed by researchers, as well as to the generalization
capabilities of the developed models. In this sense, future research trends will be devoted
to evaluating and applying deep learning models for continuously changing data and
developing and sharing algorithms for data processing. It has been observed that even
commonly used deep learning architectures and models, combined with optimization and
adaptation techniques, can provide relevant accuracy and boost the performance of plant
trait extraction and evaluation, despite the complexity of the processed dataset.
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