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Abstract

:

Transportation infrastructure is vital to the well-functioning of economic activities in a region. Due to the digitalization of data storage, ease of access to large databases, and advancement of social media, large volumes of text data that relate to different aspects of transportation infrastructure are generated. Text mining techniques can explore any large amount of textual data within a limited time and with limited resource allocation for generating easy-to-understand knowledge. This study aims to provide a comprehensive review of the various applications of text mining techniques in transportation infrastructure research. The scope of this research ranges across all forms of transportation infrastructure-related problems or issues that were investigated by different text mining techniques. These transportation infrastructure-related problems or issues may involve issues such as crashes or accidents investigation, driving behavior analysis, and construction activities. A Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA)-based structured methodology was used to identify relevant studies that implemented different text mining techniques across different transportation infrastructure-related problems or issues. A total of 59 studies from both the U.S. and other parts of the world (e.g., China, and Bangladesh) were ultimately selected for review after a rigorous quality check. The results show that apart from simple text mining techniques for data pre-processing, the majority of the studies used topic modeling techniques for a detailed evaluation of the text data. Other techniques such as classification algorithms were also later used to predict and/or project future scenarios/states based on the identified topics. The findings from this study will hopefully provide researchers and practitioners with a better understanding of the potential of text mining techniques under different circumstances to solve different types of transportation infrastructure-related problems. They will also provide a blueprint to better understand the ever-evolving area of transportation engineering and infrastructure-focused studies.
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1. Introduction


Natural language processing (NLP) is a subfield of artificial intelligence in which machine learning and computational linguistics are broadly used [1]. NLP is devoted to making computers understand the statements or words written in human languages. Essentially, NLP can be used to understand the structure and meaning of human language by analyzing characteristics such as syntax, semantics, pragmatics, and morphology [2]. This can be achieved in several ways such as tokenization, stop word removal, lemmatization and stemming, co-reference resolution, sentiment analysis, topic discovery and modeling, and part-of-speech tagging. Such linguistic knowledge can be converted into rule-based and machine learning-based systems to solve specific problems for which the NLP method was designed. Rule-based systems are the traditional methods for data processing that were originally developed based on customized linguistic rules [3]. On the other hand, machine learning-based systems learn to perform tasks based on training data they are fed and update their methods as more data is processed. These systems typically employ a combination of machine learning, deep learning and neural networks, and natural language processing algorithms. Over the years, NLP has been used in a variety of applications such as customer feedback analysis, customer service automation, stock forecasting and insights into financial trading, and the analysis and categorization of records (e.g., of crashes/accidents, medical records, and supply chain records) [4].



Text mining uses NLP to transform the unstructured text in documents and databases into normalized, structured data suitable for further analysis [5,6,7]. Text mining is a flexible process that can be used as a pre-processing step for further data mining or as a standalone process for specific tasks. These tasks may involve information extraction, information retrieval, document clustering, text categorization, and text visualization [8]. Text mining is widely used in various fields such as biomedical applications [9], market prediction [10], business process management [11], sentiment analysis [12], and social media analysis [13]. Frequency analysis is arguably the most popular text mining technique that is based on the frequency of occurrence of tokens [14,15]. In addition to frequency analysis, text mining can also be used to define and quantify associations of words (e.g., association rule mining) [16,17]. Such an example of word association analysis can be used to construct a knowledge network using words as nodes and associations as edges. Text mining has also been widely applied for advanced text analysis that includes text classification, clustering, topic modeling, and sentiment analysis. Machine learning algorithms such as Naïve Bayes (NB), support vector machines (SVM), the hidden Markov model (HMM), gradient boosting trees, random forests, recurrent neural networks (RNNs), and convolutional neural networks (CNNs) are often used to build the text classification models [18,19,20]. Hierarchical clustering algorithms, partitioning algorithms, and hybrid methods using both hierarchical and partitional clustering algorithms (that are distance-based) are primarily used for text clustering (i.e., grouping text based on similarity) [21,22]. Topic models such as Latent Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA), and Probabilistic Latent Semantic Analysis (PLSA) are common machine learning algorithms used in topic modeling to discover patterns of word use in documents and connect documents that share similar patterns [23,24]. NB and SVM as well as different topic models and neural networks are also commonly used in sentiment analysis tasks that study people’s opinions, emotions, and attitudes toward entities, issues, events, topics, and their attributes [25,26,27]. As evidenced by the multitude of benefits, text mining has become an essential tool for organizations to make data-driven decisions via extracting insights from unstructured text data. In essence, text mining can (1) help identify the key concepts and the main stakeholders described in a large text corpus, as well as their relationships with minimum human intervention, (2) be applied regardless of the different formats in which the text appears in (i.e., with a lack of consistent structure), and (3) help unlock hidden information that can lead to new knowledge and improved understanding. Such benefits and the applicability of text mining techniques make them suitable for application in the transportation infrastructure domain.



The domain of transportation infrastructure research and practice is broad, ensuring an interdisciplinary coverage of topics that include roadway traffic and mobility-related issues, infrastructure construction, crash/accidents, and supply chain and logistics. Due to the consistent evolution in technology and resultant impacts on data collection and processing, the transportation research domain has experienced an upsurge in publications/text data in recent decades [28]. These publications provide unique opportunities for researchers to conduct research via parsing these documents produced by a wide variety of entities such as the U.S. Department of Transportation (DOT) and state DOTs, government agencies, private organizations, and individuals (e.g., those behind social media posts). Integrating information from all these text documents could result in large text datasets with a high number of variables. Many of the researchers who analyzed these publications/text data adopted text mining-based approaches to identify important concepts, find hidden patterns among the texts, and identify the interrelationships for the prediction and decision-making process [29,30,31,32].



Large-scale reviews of academic research related to the application of text mining techniques in transportation infrastructure sector research are rather limited. This comprehensive review attempts to identify major research themes, types of text mining techniques employed, the prevalence of topics, and the scope and focus of different studies. To this end, this study has developed a Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA)-based structured methodology to identify relevant studies that use different text mining techniques across different transportation infrastructures. The PRISMA method can conduct systematic reviews and meta-analyses effectively by summarizing aggregate data from studies, particularly the evaluations of the effects of interventions [33,34]. The PRISMA method has been proven to be useful for the critical appraisal of text data across a wide array of research domains. In this study, using the PRISMA method, the existing literature has been categorized based on how text mining techniques have been implemented in different transportation infrastructure sectors. Essentially, the types of text mining techniques, innovations in the application of these techniques, the type of data analyzed, and the scope of these applications are described in detail. The goal of this research is to identify the current state-of-the-art text mining techniques that are used for transportation infrastructure assessment and planning and the potential of new and existing text mining techniques in different transportation sectors. This could help decision-makers and planners on federal, state, and local levels to develop holistic approaches to plan, build, and manage our transportation infrastructure based on the application of different text mining techniques in existing databases.



The exposition of this study is as follows. First, the steps involved in the application of text mining techniques are explained. Second, the research steps adopted in this study are described in detail. Third, the findings of the literature review are categorized and presented. Fourth, the implications, managerial insights, contributions, and future research directions are highlighted.




2. Process of Text Mining


Before delving into the literature review, it is critical for readers to understand how text mining works in theory. It will be beneficial as the readers can better conceptualize how researchers have used text mining techniques in their respective research domains. The process of text mining is illustrated in Figure 1 and described below.



2.1. Text Pre-Processing


Text pre-processing transforms text into a form that is predictable and analyzable for text mining tasks. Text data in general contains noise in various forms such as punctuation marks that may be applied haphazardly across different documents. Efficient and effective text pre-processing can help to increase the accuracy of text mining results. Text pre-processing in general consists of four major steps: tokenization, normalization, stemming, and lemmatization.



Step 1—Tokenization: During tokenization, the text is treated as a string which is later split into smaller pieces, or “tokens”. Tokens can consist of words, phrases, and subwords such as n-grams, or characters. Traditionally, paragraphs and sentences are tokenized into sentences and words, respectively, in the majority of text pre-processing applications. The most widely used tokenization process is whitespace tokenization, where the entire text is split into words by splitting them from whitespaces.



Step 2—Normalization: Normalization refers to the process of converting a token into its original/base form. It aims to put all text on a level playing field. Essentially, the inflectional or enunciated form of a word is replaced by the base form. At the end of the normalization process, all the text is converted into either upper or lower case with different diacritics removed so that the text data is converted into a standard format.



Step 3—Stemming: A stem is a natural set of words with similar meanings. Stemming removes inflationary forms (e.g., different grammatical forms) from a given token. For example, the word “planning” can be reduced to the stem “plans”. The stem is usually a full word, but it may not depend on other pre-processing steps that precede the stemming process. Moreover, due to simple suffix rules, sometimes the final stem is not appropriate. For example, due to simple suffix rules, the tokens universal, university, and universe may be reduced to the stem univers, which is not accurate.



Step 4—Lemmatization: Lemmatization is essentially an improvement in the stemming process that modifies the simple suffix rules that are commonly used for stemming. The lemmatization process adopts different rules depending on a word’s lexical category as well as using information from different computational repositories to obtain the correct base forms of words. Lemmatization can only be performed if the given word has proper parts-of-speech tags. Part-of-speech tagging assigns parts of speech to each word of a given text based on context. This process typically has to cope with ambiguous word-tag mappings for complex text data, especially if the data comes from scientific or any niche disciplines where jargon is used. Depending on the task need and problem context, either stemming, lemmatization, or both can be applied. The choice may also vary depending on the availability of computational resources as lemmatization is typically more computationally expensive.




2.2. Transformation


This process mainly involves document representation by the text it contains and the number of occurrences. There are two methods for representations of such documents, which are the vector space model and bag of words (BoW) model. The vector space model is an algebraic model that represents text as vectors. Each vector dimension corresponds to a term that appears in their text. To determine the similarity between words, weight factors are used that record the importance of the term to the text. Cosine similarity is often used to determine the similarity between vectors. On the other hand, the BoW model involves representing a text document in terms of word frequency counts and developing an overall frequency distribution of words in the document. The underlying assumption is that the meaning of the document can be captured by the frequency distribution of the words it contains.




2.3. Feature Selection


Feature selection is also known as attribute/variable selection. It is the process of selecting the most relevant features from the available variables that reduce the predictive error. The irrelevant features often increase the computational complexity and decrease the accuracy of the analysis. The feature selection process also helps with dimensionality reduction and overfitting problems, resulting in less noise during the selection process.




2.4. Data Mining


Once the text data is structured, different data mining techniques can be applied to analyze the data and generate useful insights. These data mining techniques may include classification, clustering, regression, association rule mining, and many more. Depending on the context of the problem and the needs of the research, different data mining techniques may be adopted. For example, if the interrelationships between different factors or the strength of interrelationships need to be identified, association rule mining techniques may be adopted. If the emotion, mood, or feeling expressed in the document—whether it is positive, negative, or neutral—needs to be identified, sentiment analysis can be adopted, which is a type of text classification technique. Data mining facilitates automated prediction of trends and behaviors as well as automated discovery of hidden patterns.



Note that it is not required that a research study or practitioner applies all the above-mentioned steps together while investigating a particular problem. A research study or practitioner may only adopt a particular subset of these steps (e.g., only preprocessing and transformation). This is also true for different substeps (e.g., only stemming and lemmatization). In this study, while identifying articles from the existing literature, it was ensured that all studies that adopted any of the text mining steps or substeps in any combination would be included during the evaluation.





3. Research Methodology


The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) method was adopted to conduct the systematic literature review. The PRISMA method provides a structured methodology that describes how relevant data can be collected and analyzed from available studies. The underlying goal is to present an explicit and reproducible method that can identify, choose, and critically assess studies that are relevant to specific research goals. The PRISMA statement includes a 27-item checklist and a flow chart of four main phases addressing the introduction, methods, results, and discussion sections of a research study [33]. Figure 2 illustrates the flowchart of the systematic review adopted in this study according to the PRISMA method.



3.1. Information Sources and Search Strategy


The literature search was conducted through bibliographic databases such as Scopus and Google Scholar. Apart from that, renowned international scientific, technical and medical publishing databases, such as Elsevier-ScienceDirect, Springer, MDPI, SAGE journals, and Taylor and Francis, were also reviewed. The following search criteria were entered during the search: “text mining and transportation”, “text mining and transportation construction”, “text mining and traffic”, “text mining and crash”, “text mining and accident”, “text mining and supply chain and logistics”, “text mining and transportation innovation”, and “text mining and transportation planning and management”. This review was conducted for a one-week period between 21 January and 28 January 2023.




3.2. Screening Criteria


There was no specific time frame considered regarding when studies were published. There were also no restrictions placed on the country of origin of the publications. Regarding the screening procedure, first, the software Mendeley was used for a duplicate check. As different online databases were checked simultaneously, some studies were present across multiple of them. These duplicates were removed to ensure the uniqueness of each study. A few additional removal criteria were implemented to ensure consistency in the identified literature that included (1) book chapters or complete books, (2) grey literature (i.e., reports, working papers, newsletters, government documents, and white papers), and (3) study languages not English. All the transportation-focused studies that matched the search criteria and used text mining techniques during the investigation were included for the study selection phase. This included a wide array of scholarly journal articles and conference proceedings.




3.3. Eligibility Criteria


A quick title, abstract, and keyword scan was done to ensure that the scope of the study was appropriate, meaning it focused on transportation-related topics and adopted one or more text mining techniques/approaches. If the scan could not provide adequate clarity, the studies were also removed from consideration. Afterward, the remaining articles in their entirety were reviewed by the authors to ensure that the articles discussed the application of text mining techniques within the transportation context.




3.4. Data Extraction, Storage, and Analysis


A detailed coding sheet in Excel was developed after finalizing the literature that included categories such as author, title, type (qualitative vs. quantitative), year of publication, keywords, focus group, sample size, analysis criteria, tools and techniques, main findings, implications, and limitations. A final check was also conducted to ensure that enough information was available in the Excel sheet for further analysis and that the contents matched the requirements for addressing the research questions.





4. Text Mining and Transportation Infrastructures


This section was categorized based on the different types of problems in the transportation domain that were investigated using text mining techniques. Six categories of transportation domain problems were identified that included crashes and accidents, mobility analysis, supply chain and logistics, construction and urban infrastructure, reviews of literature, and innovation in transportation infrastructure research. Each one of these categories will be explained in the next sections.



4.1. Crashes and Accidents


Text mining techniques have been widely applied in crash/accident investigations across a wide range of sectors. The findings regarding the application of text mining techniques in crash/accident investigations have been categorized into three parts: those in the roadways, railways, and other sectors.



4.1.1. Roadway


The majority of the studies that applied text mining techniques in this particular research area focused on roadway accidents. Since crash/accident record reports are mostly composed of unstructured data, the analysis primarily relies on a lot of expert experience and statistical analyses based on manual annotation and classification. These studies covered a broad array of focus areas such as wrong-way driving (WWD) crashes, secondary crashes, fatal crashes, traffic crash severities, and cyclist crashes. In most cases, incident reports and social media data were collected and analyzed to identify the root causes of different types of crashes and accidents. It was observed that, compared to classical methods of accident analysis considering only classified accidents, text mining techniques could provide better quality results (i.e., more crash/accident class identification) fast [35]. Studies were also conducted to enhance the accuracy of many of the text mining techniques for crash/accident analysis. For example, in [36], a text mining-based accident causal classification method was adopted based on a relational graph convolutional network (R-GCN) and the pre-trained bidirectional encoder representations from transformers (BERT) model to reduce the computational cost of text processing, thus exceeding the performance of existing methods and resulting in faster results. It was also identified that the novel BERT model had the best accuracy for identifying actual WWD crashes from potential WWD crashes in crash report narratives [37].



Many of these studies focused on identifying (1) the key insights from the detailed crash narratives, and (2) the short-term and long-term implications [38]. The major goal was to provide an understanding of the prevalent themes for crash/accident causation. Topic models were the primary text mining technique adopted for this purpose. For example, Structural Topic Modeling (STM) and Artificial Neural Network (ANN)-based techniques were used in [39] to gain insights from the unstructured textual descriptions of crowdsourced near-miss and collision events during cycling. In [40], STM was also used in conjunction with a network topology analysis to examine the frequency and interdependency/influence of topics from different crash narratives identified from fatal crashes. Researchers in [41] used LSA and LDA to identify the emergent themes that captured the key issues faced by the vehicle owner. Probabilistic topic modeling was used in [42] to analyze automated vehicle crash narratives to identify safety concerns and research gaps. PLSA, LDA, sparse topical coding (STC), and fully sparse topic models (FSTM) were used in [43] to cluster visual words co-occurring in the same documents together into the same topic to automatically identify the occurrence of traffic accidents in complex scenes of traffic videos. The model of Local Interpretable Model-Agnostic Explanations (LIME) was combined with the Global Cross-Validation LIME (GCV-LIME) approach [44] to identify likely causal factors for injury severities.



Many context-specific key topics/concepts were identified from these studies. For example, it was identified that topics such as crossing the centerline, intoxication, and speeding were more prevalent for young drivers compared to topics such as turning left, failing to yield, and lane changing, which were more prevalent among older drivers [40]. Speed limit and speeding were found to be positively correlated with a crash resulting in a fatality [44]. Many text databases such as those of the Queensland Department of Transport and Main Roads, National Highway Traffic Safety Administration (NHTSA), and California Department of Motor Vehicles, and Alabama and Illinois statewide crash databases were used for this purpose. In essence, it was proven that text mining techniques, more specifically topic modeling techniques, could be used as an approach towards semi-automated encoding of qualitative data and generate useful insights.



In another stream of research, text mining techniques were primarily used to analyze the text and identify the features which were later used for the classification of different crash types. For example, using the feature extraction process, researchers in [30] transformed unstructured crash narratives into numerical features. Classification algorithms (e.g., logistic regression, random forest, NB, and SVM) were later applied to evaluate their uses in the identification of secondary crashes. Similarly, BERT models as well as five classification algorithms were used in [37] to classify crash report narratives as actual WWD and non-WWD crashes. Note that traditional text pre-processing mechanisms consisting of converting the document to a word format, removing punctuation, tokenizing, stemming, removing stop words, indexing, and vector transformation, etc., were conducted before applying the topic models. However, as these pre-processing mechanisms are common for any type of text analysis, they were not highlighted in this study.




4.1.2. Rail


The use of text mining techniques in railway crashes/accidents has been limited compared to that in roadways. Topic models were also the primary text mining technique adopted by researchers in railway accident/crash narrative analysis. For example, a bi-level feature extraction-based text mining method was proposed in [45,46] that integrated features extracted on both the syntax and semantic levels with the aim of improving the fault classification performance in railway maintenance sectors. The Probabilistic Linear Discriminant Analysis (PLDA) topic model was used for feature selection on the semantic level from a railway signaling maintenance data set to reduce the data set into a low-dimensional topic space.



Partial least squares (PLS) and LDA-based text mining techniques were used in [29] to automatically discover accident characteristics/features (e.g., cross-level, milepost, worn, and gear) in the U.S. LDA was also used in [47] to identify major recurring accident topics from the text in the Federal Railroad Administration (FRA) reports. Apart from identifying key topics such as shoving accidents and hump yard accidents, these studies also identified the potential causes of the crashes. For example, it was identified that if factors related to switches and crossovers, etc., were not properly engineered for the operations being performed, it could result in a higher number of railway accidents/crashes. Although researchers in [48] did not apply topic models, they also investigated how to identify the relationship between railway crash characteristics. Using the Term Frequency (TF) and Term Frequency Inverse Document Frequency (TF–IDF) methods, frequent and characteristic words related to the highway-rail crashes in each state, such as highway, pavement, trailer, descend, gate, and motorists, were identified. Moreover, it was identified that there are significant similarities between the reasons that cause highway-rail crashes across states. Through these studies, it was observed that text mining techniques could be successfully used to establish the associations between fault terms and fault classes, resulting in the improved precision of the fault diagnosis process.




4.1.3. Other Sectors


Apart from roadway and rail crashes, there are a handful of studies that have applied text mining techniques for crash/accident investigation in other sectors. These sectors primarily include aviation, maritime, and construction. For example, STM was used by researchers in [24] to (1) evaluate the usefulness of this method for identifying safety issues in Aviation and (2) find previously unreported connections or themes in incident reports. Topics such as human factors, airspace, surface, routing, smoke, and fire were identified alongside the most significant (topic and phase of flight) relationships. The NB classifier, SVM linear kernel classifier, and SVM Gaussian kernel classifier were used in [49] for classifying the maritime crash data identified via the BoW text mining method. Researchers in [50] developed a novel framework that combined LDA and CNN algorithms to analyze hazard records on construction sites automatically. Finally, a keyword-based classifier (i.e., a unigram + bigram noisy-OR classifier) was developed in [51] that could apply text mining techniques to quickly find missed work zone (WZ) crashes from text datasets. Although the contexts are different, it was conclusively identified that the text mining techniques are a suitable approach for identifying and classifying hazard topics/subcategories. It was also emphasized that these techniques require less training time when applied in conjunction with other techniques (e.g., classification), are computationally efficient, and are easier to implement.





4.2. Mobility Analysis


Another significant set of literature focused on the application of text mining techniques in investigating the mobility behavior/pattern of people/vehicles. The identified studies were broadly categorized into four research areas that included social media-based sentiment/conception analysis, tourism, travel and traffic behavior and pattern analysis, and trend analysis. These four areas will be discussed in detail in the following subsections. Note that one study may fall under multiple categories. For example, a study may discuss both tourism and conduct sentiment analysis. In such a scenario, a consensus was reached within the research team regarding the most suitable category of a particular study.



4.2.1. Social Media-Based Sentiment/Conception Analysis


There have been numerous studies that have focused on the research domain of social media-based sentiment/conception analysis. Researchers in [52,53] discussed the potential of text mining techniques for transport data collection and to study the daily human activities/locations using social media data. In a separate study, social media data were also analyzed to develop a hierarchical approach for categorizing transport-related information. The primary goal was to demonstrate that social media data have the potential to enhance and deliver transport policy goals [54].



In [55], researchers proposed an extension of the typical text mining techniques in social media-based sentiment analysis by developing fuzzy ontology-based semantic knowledge with the Word2vec model to enhance the task of transportation feature extraction (i.e., discovering the most relevant features in social media text) and sentiment classification. Other studies focused on generating insights into how users living in a region felt about available transportation services. For example, LDA was used in [56] to obtain the most significant topics of traffic information posted by people. Topics based on regular monitoring of traffic conditions, persuasion to obey traffic rules and perform safe riding, and announcements were identified as most significant. In [55,57], researchers developed an ontology and LDA (OLDA)-based topic modeling and word embedding approach for sentiment classification to examine traffic control and management systems using social network platforms.



Using sentiment analysis and other text mining techniques such as KoNLPy and Open Korean Text, public perceptions of bike sharing were classified in [58]. These techniques were also used to identify the different needs and desires of citizens living in the region. Although this study was not directly related to traditional mobility-focused studies, it was included due to the fact that it potentially revealed attitude changes in people’s mobility. Regardless of the type of mobility analysis, in all cases, text mining techniques were observed to efficiently classify extremely ambiguous text and polarity.




4.2.2. Tourism


Studies focusing on tourism primarily used text mining techniques to identify the positive and negative factors and their potential impact on tourism and transport needs. These studies highlighted the potential of text mining techniques to enhance destination tourism and hospitality services without undertaking time consuming research methods such as surveys, and interviews. For example, sentiment analysis and co-occurrence analysis were used in [59] to investigate visitors’ perceptions of destination services through a hybrid analysis of travelers’ review data.



Topic models using LDA and Word2Vec were used in [60] used to identify the best tour route for foreign tourists in South Korea based on the real reviews of customers and analysis. The goal was to recommend travel routes for new travelers. Finally, in [61], researchers conducted an investigation to determine insights into transportation considering geographical perspectives by identifying different modes of transportation in TripAdvisor comments. The WordNet lexical database and Suggested Upper Merged Ontology (SUMO) were used as text mining techniques to identify the positive and negative factors and their potential impact on tourism and transport needs. The WordNet lexical database relates hyponyms/hypernyms with sets of synonyms, leading to the development of semantic relationships between conceptual categories. SUMO can then be mapped onto the WordNet lexical database. As SUMO is composed of roughly 1000 terms and almost 4000 formal statements about those terms, it can help classify the concepts into categories [62]. In essence, these studies emphasized the need to consider geographical location, mode availability, etc., to develop a culture of sustainable tourism and transport.




4.2.3. Travel and Traffic Behavior and Pattern Analysis


Two streams of research were identified that applied text mining techniques to travel and traffic behavior and pattern analysis problems. One stream focused on analyzing the problem on a micro scale, i.e., analyzing individual human travel behavior. For example, in [63], researchers proposed an unsupervised trajectory topic model ( which was LDA-based) to identify latent driving patterns and to analyze drivers’ main traveling intentions using commercial vehicle data. The Modified Latent Dirichlet Allocation (mLDA) model and modified Hierarchical Latent Dirichlet Allocation (mHLDA) model, two variations of the traditional LDA model, were used in [64] to quantitatively extract and recognize different driving styles with a hidden structure from real-world driving behavior data. The underlying structure of the driving styles was also evaluated using the models. Researchers in [23] also proposed LDA-based topic model analysis to quantify human mobility using the travel displacement and time for each trip identified via a GPS-based large-scale dataset of taxi trips. The results showed that the mobility pattern followed a power law for macroscopic characteristics (i.e., the geographic displacement of trips). The corresponding travel time followed a mixture of exponential and power law distribution. On a similar note, a LDA-based probabilistic topic model was used in [65] to discover latent activity on the individual level based on spatiotemporal data by combining continuous time variables and discrete location variables. The goal was to enhance the scope of human mobility data with representative and interpretable activity patterns that did not rely on predefined activity categories or simple rules. All these studies that analyzed the problem on a micro scale focused primarily on the identification of (1) specific traveling intentions and (2) on understanding and predicting the behavior patterns of traveling events.



On a macro level, few studies are available in the literature that analyze the traffic patterns in a region using text mining techniques. For example, researchers in [66] used LDA-based topic modeling to find unusual traffic patterns by converting the traffic data recorded by speed cameras to words and documents. These topics were further studied geographically based on the location of the speed cameras. Researchers in [43] proposed a novel method for traffic density forecasting using low-level features and applying LDA-based topic models. The results showed that the framework could accurately estimate the density of traffic videos in both good and bad illumination conditions. Semantic transformation and LDA were employed in [67] to explore hidden ship mobility patterns from trajectories using a LDA trajectory topic probability distribution and topic-movement word probability distribution. It was observed that these results could be transformed to and visualized as pieces of evidence to make better inferences and interpretations.




4.2.4. Trend Analysis


Text mining was also applied to elicit trends primarily via detecting the context of the keywords identified through different text mining techniques. In this research, we define trend as the “clarification of concepts to identify and predict/project future potentials”. For example, researchers in [31] applied simple text mining techniques to descriptions of smart mobility by extracting the wordings used in smart mobility descriptions and analyzing the frequency of each word. The goal was to identify the varying viewpoints in mobility and create different subtopics that would give smart mobility its true meaning and functional capabilities (e.g., individual digitization, partial integration, and full integration). A hybrid regression text mining approach was proposed in [68] to evaluate users’ perceptions of several micro-mobility devices such as electric scooters, dockless bikes, and docked bikes. The goal was to identify the potential user base and the perceptions of electric scooters, dockless bikes, and docked bikes so that a future trend could be better capitalized on. By analyzing Dutch news articles and initiatives’ websites, researchers in [69] used linguistic categorization-based text mining to investigate the ambiguity of the concept of smart mobility and future trends.



Researchers in [6] also attempted to identify key issues facing mobility services by using a text mining technique (i.e., the term frequency–inverse document frequency algorithm). Based on the observed trend, different short term and long term policies were also proposed such as plans and recommendations regarding self-driving public transportation systems in rural areas, interregional (capital area) and shared transportation services, data platform development, cooperation needs, the integration of public transportation, and the self-sustaining mobility ecosystem. Finally, the TF–IDF and association rule mining algorithms were proposed in [70] to identify and distil the risk factors in China’s inland waterborne transportation, explore their interrelationships, and develop recommendations for improvement. This was essentially an improvement compared to the traditional quantitative risk assessment model. The integrated application of TF–IDF and association rule mining served to avoid uncertainty and subjectivity, and achieve good results proving their scientific nature as feasible methods in water transportation risk research.





4.3. Supply Chain and Logistics


Text mining techniques have been extensively applied to different problems in the supply chain and logistics domain [71]. Primarily, text mining techniques were applied for information scanning, extraction, and the retrieval of global logistics-related measures. To identify the feasibility of text mining techniques in the supply chain and logistics domain, researchers in [72] demonstrated that word cloud, sentiment analysis, LDA, correspondence analysis, and multidimensional scaling could be successfully integrated to automatically analyze large chunks of textual data and to extract relevant insights into logistics and supply chain management. Studies that used different text mining techniques to solve supply chain and logistics problems could be broadly categorized into three major themes: sentiment/perception analysis, trend analysis, and risk and resilience analysis.



4.3.1. Sentiment/Perception Analysis


The majority of the studies in this domain primarily used social media data to generate sentiment/perception-based insights into different types of supply chain/logistics structures and problems. For example, in [73], the potential of Twitter data in supply chain contexts was analyzed. Sentiment analysis and opinion analysis were used in [13] to analyze peoples’ emotions towards different smartphone brands (e.g., Apple, Samsung, and Huawei). This study also predicted how tweets could influence a smartphone company’s supply chain and its management. The LDA model was first used to identify the topics that affect customer satisfaction in cold chain logistics using customer-generated reviews [32]. Later, the bi-directional long short-term memory (Bi-LSTM) model was implemented to calculate the sentiment score of the topics involved. Researchers in [74] developed an SVM-based pre-processing and text mining technique to investigate the positive and negative sentiments of tweets related to the food industry with the goal of developing a consumer-centric supply chain. Different factors such as speed, quality, error handling, and logistics information were identified, of which speed, price, transportation, and product quality were observed to significantly affect a customer’s positive sentiment to a higher degree. Industry-specific factors were also identified. For example, color, food safety, smell, flavor, promotions, deals, particular combinations of food and drinks, and the presence of foreign particles were identified as key to sentiment development among consumers in a food supply chain.



E-commerce platforms, home delivery service providers, online advertisements and news, online user-generated reviews, comments, discussions, suggestions, and ideas were also used to analyze the perception of users. For example, researchers in [75] used a CNN-based text mining model to analyze online reviews of fresh e-commerce logistics services and understand consumers’ shopping experiences with regard to the logistics service quality of fresh e-commerce enterprises. Researchers in [5] applied a Kansei engineering (KE)-based approach to design a cross-border logistics service (CBLS) via analyzing online contents. Text mining techniques (e.g., filtering by part-of-speech (POS) and detecting by n-gram probability analysis) were applied. This study offered a procedure for service design which is able to be applied in various service industries.



Instead of using social media or online data, in [76], word frequency analysis and sentiment analysis were used to analyze text generated from general newspapers as well as supply chain and logistics newspaper articles. The goal was to identify topics of interest and the perception in the media of supply chain management constructs. The results showed that the concepts of risk, resilience, and especially sustainability could vary in their news coverage over different time frames.




4.3.2. Trend Analysis


Using the same definition of “Trend Analysis” as identified in the previous section, four studies were selected. For example, researchers in [77] reviewed 52 award-gaining green logistics initiatives/practices and used text mining techniques to explore the cooccurring links within words and to present collaborative green initiatives. Using Twitter data from 100 NASDAQ firms, researchers in [78] developed unigram-, bigram-, and trigrams-based simple text analysis to understand the direction that global supply chains may evolve in and the possible solutions that could solve many new and recurring supply chain challenges. Furthermore, in [79], Leximancer for text analysis and dictionary-based text mining programs DICTION and SPSS for rhetorical analysis were adopted to explore sustainable supply chain management (SSCM) trends, and firms’ strategic positioning and execution with regard to sustainability in the textile and apparel industry based on news articles and sustainability reports. Finally, LDA was used for patent analysis in [80] to explore the technological trends in logistics. The topics identified such as shipping services and container product information systems were further investigated regarding trends in patenting activity and major assignees for each topic. These studies reflected the expansion and convergence of trends in the supply chain and logistics field, and identified challenges and the potential opportunities to be utilized to make supply chain and logistics systems more efficient.




4.3.3. Risk and Resilience Analysis


Three studies were identified that focused on the application of text mining techniques in risk management and developed data-driven approaches related to supply chain resilience analysis. Researchers in [81,82] applied TF and TF–IDF analysis to identify regional risk factors that should be taken into account while improving or maintaining global supply operations using the current supply chain literature. A total of seven regional risk factors (including political risk, logistic risk, and demand risk) and 81 generic risk factor terms were extracted and organized systematically to provide insights into supply chain policymakers. Using nonnumerical unstructured data indexing, searching, and theorization-based text mining and social media analysis, five scientific research databases were analyzed in [83] to understand future pathways that could address disruptive events such as COVID-19. This study highlighted the need for the government to offer support to expand the research capabilities that align with public concerns over supply chain resilience while bridging the gap between theory and practice.





4.4. Construction and Urban Infrastructure


Construction and urban infrastructure refer to any development/rehabilitation activities associated with different civil infrastructures. Text mining techniques have been widely adopted to analyze different large text databases in this domain as well. The studies have been categorized into four parts: new information generation, sentiment/perception analysis, trend analysis, and others.



4.4.1. New Information Generation


One of the uses of text mining in the construction and urban infrastructure sector was the identification of relevant but new information from large text databases. For example, in [84], a semantic text-pairing method (the Doc2Vec model) was proposed to identify relevant provisions from different construction specifications considering the textual properties. A total of 2527 provisions were prepared from two construction specifications of highway projects with five national standards from three countries (Australia, the United Kingdom, and the United States). The Author-Topic Model (ATM) text mining approach was adopted in [85] to identify the major aspects of bridge management (BM) from policy documents identified via all online database searches. The 12 revealed topics in the policies reflected the 12 aspects of BM, and corresponded to indirect, proactive, and remedial BM measures. Researchers in [86] used LDA to analyze the Chinese Government’s replies to environment impact assessment reports of highway projects. The results showed that the government emphasized the comprehensive environmental effects more and more. Finally, using association rule mining techniques for a large-scale transportation data set, researchers in [87] analyzed the associations among frequent words in the type of work and the type of lane closure therein in expressway construction work zone areas. It was found that recurrent everyday tasks and bridge repair works tended to cause shoulder lane closure, while other works—such as tunnel repair, night work, pavement, median barrier, road surface repair, and line marking—were more associated with main lane closure.




4.4.2. Sentiment/Perception Analysis


To understand user experience of and satisfaction with urban infrastructure, researchers in [88] used semantic network analysis to recognize the relationships between the extracted keywords from 2945 bridge complaint data records and 404 tunnel complaint data records. Twitter data was used in [89] to analyze the different inconveniences experienced by users due to the significant escalation in noise and dust pollution during construction. The study also analyzed how the general public reacts to such inconveniences, and how they interact. LDA and VADER sentiment analysis were primarily used for this purpose.




4.4.3. Trend Analysis


Based on the TF–IDF algorithm, researchers in [90] analyzed 291 characteristics of the competition culture of highway construction enterprises and its evolution pattern. The results showed that the competition culture of enterprises demonstrated a trend of moving away from catering to the market to the internal construction of enterprises. The internal construction of enterprises could be reflected via talent competition, technological innovation, and the optimization of management.




4.4.4. Others


One study was found that could not be categorized into any of the preceding categories. The study in [91] demonstrated how text descriptions of a construction project’s characteristics combined with numerical data could lead to a predictive model for a competitively bid construction project’s expected cost overrun. The authors used the “Generate n-gram terms” feature method and TF–IDF formulation to analyze the text, the results of which were later used in different classification algorithms such as SVM. The results in general showed that there were words and word pairs that coul be associated with different levels of cost overruns.





4.5. Review of Literature


This set of studies used text mining techniques to systematically analyze the literature on a particular research domain with the goal of providing a comprehensive assessment of the current state-of-the-art. Three major domains were identified that included Industry 4.0 applications regarding the supply chain, risk management, and others.



4.5.1. Industry 4.0 Applications Regarding the Supply Chain


Researchers in [92] used a non-negative matrix factorization (NMF)-based topic model to identify the trends, advances, and gaps in Industry 4.0 applications regarding the supply chain. Furthermore, in [93], researchers used LDA to identify the existing knowledge on digital transformation due to Industry 4.0 in supply chain process management. Finally, TF–IDF and threshold analysis were used in [94] to generate concept maps of important concepts and calculate similarity coefficients regarding the analysis of IoT technologies’ and services’ evolution. Academic journals, market reports, and patents were collected and reviewed for this analysis. Topics such as sustainable supply chain management, circular economy, and Industry 4.0 technologies were identified as the most significant topics at the intersection of Industry 4.0 and supply chain process management. Big data analytics, Blockchain, IoT, AI, and ML were also identified as critical technologies that can modernize supply chain management. These topics and the related terms provided key insights into the integration of smart manufacturing systems and production systems, and the impacts of Industry 4.0 on industries, supply chains and logistics, and business processes.




4.5.2. Risk Management


Two studies were identified that analyzed the literature to identify supply chain/logistics risks. Researchers in [95] used simple word frequency statistics to classify risk factors on different cold supply chain levels. Corresponding risk control strategies for supply chain member risk, system environment risk, coordinating role risk, and structure risk were also developed. Finally, text parsing, text transformation, text filtering, text mining, and visualization were used in [96] to review studies on the supply chain risk management and apparel industry. This study highlighted the potential of news and other available data to be transformed into valuable tools for proactively minimizing supply chain risks.




4.5.3. Others


Six other studies were identified that used text mining techniques for a comprehensive literature review. As these studies fell within six distinct domains, they were all categorized into the “Others” category. Using term frequency (TF) analysis and TF–IDF analysis in a time series manner (e.g., in 2005– 2009, 2010–2014, and 2015–2019), researchers in [97] identified nine topics (including preparation, recovery, emergent response, supplying, and sourcing) related to humanitarian relief logistics (HRL). This study provided a pathway to understand the research trends, areas of improvement, and a few future research directions in HRL. In [98], key journal articles in the field of maritime studies were reviewed using LDA to create a new intellectual structure for sustainability research. The underlying themes were identified, key trends and patterns were extracted, and future research development trajectories were mapped for the field of maritime studies. LDA was again used in [99] to collect freight transportation and freight system-related studies to identify trends. A total of 20 main topics were derived that included rail network, maritime transportation, freight transportation planning, vehicle size and weight, and emission and fuel consumption. It was also observed that due to the economy, politics, and the environment, these topics were highly sensitive to different exogenous and endogenous socioeconomic variables.



Researchers in [100] used relative frequency of words and correlation analysis to identify and quantify trends and innovations in supply chain and logistics and whether or not they accelerated during the COVID-19 pandemic. The results showed that innovations in supply chain and logistics were accelerating due to the emerging focus on blockchain, internet of things, data, drones, robots, and unmanned vehicles during the COVID-19 pandemic. In [101], researchers used the Voyant tool to identify trends related to non-pavement research by analyzing surveys of accelerated pavement testing (APT) applications in non-pavement research. Essentially, the number of times a word was mentioned in the text dataset and the type of assets and infrastructure used in testing were identified. Finally, IDF for concept extraction was used in [102] to summarize trends and some important points relating to airline optimization. The goal of the study was to give an idea of how the aviation sector shaped academic studies, how studies on aviation optimization could contribute in the future, and how different countries addressed important challenges in the aviation industry in the past.





4.6. Innovation in Transportation Infrastructure Research


Several studies were identified that applied text mining techniques to novel areas. The criteria for being novel was fulfilled by only one study. Note that the category “Others” in the preceding subsections were not considered to be novel as they could be subcategorized as part of other categories (e.g., “Others” could be subcategorized under the “Review of literature” category).



A total of five novel problems were identified. For example, in [103], LDA was applied to determine the key topics relevant to Unmanned Aircraft Systems (UAS) sighting incidents. The goal was to help researchers understand the areas of risk and develop practices to avoid UAS-related incidents and make the airspace safer for everyone. Researchers in [104] analyzed 10,595 complaints against two major airlines using LDA to understand the main reasons for complaints being triggered during the heights of COVID-19. Although the complaint topics modeled based on the research results were generally similar, differences in complaint content were found between the two airline companies. It was also observed that during the early stages of the pandemic, passengers either ignored or did not have any negative experiences associated with issues such as cabin staff, cabin cleanliness, meals, and entertainment on both airlines. On a similar note, in [105], 103,428 Google Maps reviews of 64 major hub airports in the US were analyzed to identify representative topics of passenger concerns in airports during COVID-19 using Collapsed Gibbs Sampling-based Dirichlet Multinomial Mixture (GSDMM)-based clustering.



LSA was used in [106] to yield multiple groups of contextually similar terms from a wide range of players, including both potential users and experts from various fields, regarding future drone technologies. Essentially, this study generated future scenarios which indicated emerging technologies’ early warning signs of potential social impacts and their specific consequences to society. Researchers in [107] provided structured evidence concerning sustainability disclosure content in the container shipping industry using LDA and by computing a coherence score. The latent information of major listed container shipping companies’ sustainability reports was used for analysis. This research unveiled the specific latent sustainability disclosure framework of container shipping companies, providing them with future references for drafting sustainability reports and helping them to explore sustainability disclosure more comprehensively to pursue fruitful stakeholder engagement in the container shipping industry. Finally, in [108], a text mining technique called edit distance (ED) was employed for matching imperfectly read large truck plates. Essentially, the similarities or dissimilarities between two strings in a plate were measured and matched against one another. The results showed high-performance accuracy in reading plates using the ED approach. Table 1 summarizes the major findings of this study across different research areas.





5. Conclusions and Future Research Directions


In this study, the current state-of-the-art research available on the application of text mining techniques in the transportation domain was reviewed and analyzed. A Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA)-based structured methodology was used to identify relevant studies that used different text mining techniques across different transportation infrastructure-related problems or issues. A total of 82 studies were initially collected. A total of 59 studies from both the US and other parts of the world (e.g., China and Bangladesh) were ultimately selected for review after rigorous quality checks. As a result of examining the studies, it was confirmed that text mining techniques had been widely applied across different types of transportation infrastructures and the related problems. Different types of transportation infrastructures such as construction, supply chain and logistics, and traffic infrastructure were observed to be significantly benefitting from the capability of text mining techniques. It was also observed that various types of problems, such as crash and accident analysis, traffic and travel pattern analysis, and perception/sentiment analysis, could be investigated using the capabilities of text mining techniques.



Another key observation was that different types of data sources can be successfully pre-processed and used for text mining to get useful insights. Many databases have been successfully analyzed using text mining techniques, such as those of the Queensland Department of Transport and Main Roads and National Highway Traffic Safety Administration (NHTSA), the California Department of Motor Vehicles database, railway signaling maintenance dataset, social media data, online reviews, and the Alabama and Illinois statewide crash database. Although these datasets had varying levels of granularity, through careful pre-processing and method development, text mining techniques were successful in identifying key insights and providing significant policy recommendations.



Traditional text pre-processing mechanisms such as converting the document into a word format, removing punctuations, tokenizing, stemming, removing stop words, indexing, and vector transformation, etc., were implemented. All of these mechanisms were not applied together in a single study. Instead, depending on the problem context and research need, one of them was applied or a few of them were applied concurrently or sequentially. Topic models and sentiment analysis were the two major text mining techniques adopted by researchers in the transportation infrastructure domain. This makes intuitive sense as topic models are arguably the most convenient to apply due to their ability to identify significant topics and trends with widely available computational capabilities. Similarly, to identify peoples’ perceptions, especially using text data from social media, sentiment analysis is comparatively the most feasible alternative and a less computationally challenging alternative. Note that variations of traditional topic models (e.g., PLDA) and sentiment analysis were also developed and used by researchers depending on the research goal.



The contributions of this study are twofold. From a theoretical perspective, this study provides a structured methodology for identifying key research/studies that link text mining with the transportation infrastructure sector. The methodology can be easily extended to identify other similar studies linking the transportation infrastructure sector with other mechanisms. Regarding the practical contributions, this study provides a comprehensive overview of how researchers have used text mining techniques in analyzing different problems within the transportation infrastructure sector and the implications of these research endeavors. Moreover, readers can also identify the reasons behind the applications of different text mining techniques or their modifications in particular research contexts. This research can also act as a springboard for future research that can explore largely untapped areas of transportation infrastructure sectors (e.g., construction safety and drone routing) and investigate how text mining techniques can help generate new insights.



This study has a few limitations. First, although studies from outside the US were sought to be included, in the end, only a small sample of international studies were included. Increasing the sample size will enhance the potential for a more comprehensive evaluation of the current state-of-the-art research in this field. Second, it may be possible to explore the reasonings behind different researchers’ choices of different text mining techniques/models. The current study did not go into a detailed analysis of “why the technique/model was chosen”, instead focusing on “what was chosen?”. A comparative assessment of different models will be conducted in future studies where the authors will investigate in detail (1) the characteristics of the data, (2) the model setup, (3) and the context of the research to identify the applicability and efficiency of different models under different circumstances. A cross-sector analysis, i.e., of whether or not models developed/adopted to analyze one type of problem in a sector may be applicable to solve problems in other sectors will also be conducted in the future.
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Figure 1. Process of Text Mining. 
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Figure 2. Literature selection criteria based on PRISMA. 
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Table 1. Summary of key literature reviewed in this study.
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Research Domain

	
Focus Area

	
Authors

	
Major Text Mining Techniques

	
Major Objective






	
Crashes and accidents

	
Roadways

	
[37]

	
BERT

	
Classify crash report narratives




	
[30]

	
GCV-LIME

	
Identify likely causal factors for injury severities




	
[39]

	
STM

	
Estimate the cyclist’s tendency to collide




	
[40]

	
STM

	
Examine the influence of different crash-causing topics on each other




	
[38]

	
LDA

	
Identify a potential of a dataset in crash analysis and generating insights into the dataset’s capabilities




	
[35]

	
LDA

	
Compare classical methods of accident analysis




	
[41]

	
LSA and LDA

	
Identify the emergent themes that captured the key issues faced by a vehicle owner




	
[42]

	
Probabilistic topic modeling

	
Identify safety concerns regarding automated vehicle crashes




	
[36]

	
BERT

	
Reduce the computational cost of text processing in crash investigation




	
[43]

	
PLSA, LDA, STC, and FSTM

	
Identify the occurrence of traffic accidents in traffic videos




	
Rail

	
[45,46]

	
PLDA

	
Improve the fault classification performance in railway maintenance sectors




	
[48]

	
TF, TF-IDF

	
Identify the relationship between crash characteristics




	
[29]

	
PLS, LDA

	
Discover accident characteristics/features and effects




	
[47]

	
LDA

	
Identify major recurring accident topics




	
Others

	
[24]

	
STM

	
Find previously unreported connections or themes




	
[50]

	
LDA

	
To analyze hazard records of construction sites automatically




	
Mobility Analysis

	
Social media-based sentiment/conception analysis

	
[57]

	
OLDA

	
Sentiment classification to examine traffic control and management systems




	
[58]

	
KoNLPy

	
Classify public perceptions of bike sharing




	
Tourism

	
[59]

	
Sentiment, co-occurrence analysis

	
Investigate visitors’ perceptions of destination services




	
[60]

	
LDA, Word2Vec

	
Identify the best tour route for foreign tourists




	
[61]

	
SUMO ontology

	
Identify the positive and negative factors and their potential impact on tourism and transport needs




	
Travel and traffic behavior and pattern analysis

	
[63]

	
LDA

	
Identify latent driving patterns




	
[64]

	
MLDA, MHLDA

	
Quantitatively extract and recognize different driving styles




	
[23]

	
LDA

	
Quantify human mobility using the travel displacement and time taken for each trip




	
[65]

	
LDA

	
Discover latent activity on the individual level based on spatiotemporal data




	
[66]

	
LDA

	
Find unusual traffic patterns




	
[43]

	
LDA

	
Traffic density forecasting




	
[67]

	
LDA

	
Explore hidden ship mobility patterns




	
Trend analysis

	
[68]

	
Hybrid, regression-text mining

	
Evaluate users’ perceptions of several micro-mobility devices




	
[69]

	
Linguistic categorization-based text mining

	
Investigate the ambiguity of the concept of smart mobility and future trends




	
[6]

	
TF, TF-IDF

	
Identify key issues facing mobility services




	
[70]

	
TF, TF-IDF, association rule

	
Identify current and future risk factors




	
Supply chain and logistics

	
Trend analysis

	
[79]

	
Leximancer, dictionary-based text mining program DICTION

	
Explore sustainable supply chain management trends, and firms’ strategic positioning and execution




	
[80]

	
LDA

	
Explore technological trends in logistics




	
Sentiment/perception

analysis

	
[76]

	
Sentiment Analysis

	
Identify topics of interest and the point of view of the media on supply chain management constructs




	
[13]

	
LDA

	
Identify the topics that affect customer satisfaction in cold chain logistics




	
[74]

	
SVM-based pre-processing and text mining

	
Investigate the positive and negative sentiments of tweets related to the food industry




	
Risk and resilience analysis

	
[81,82]

	
TF, TF-IDF

	
Identify regional and generic risk factors




	
Construction and Urban Infrastructure

	
New information generation

	
[84]

	
Doc2Vec model

	
Identify relevant provisions from different construction specifications




	
[85]

	
ATM

	
Identify the major aspects of bridge management (BM)




	
[86]

	
LDA

	
Realize governmental concerns over environmental effects of highway construction




	
[87]

	
Association rule

	
Analyze the associations among the type of work and lane closure in expressway construction work zone areas




	
Sentiment/perception

analysis

	
[89]

	
LDA and VADER

	
Analyze the users’ inconveniences due to noise and dust pollution during construction




	
Trend analysis

	
[90]

	
TF-IDF

	
Analyze the characteristics of the competition culture of highway construction enterprises and its evolution pattern




	
Others

	
[91]

	
TF-IDF

	
Design a predictive model for a competitively bid construction projects’ expected cost overrun.




	
Review of Literature

	
Industry 4.0 applications regarding the supply chain

	
[92]

	
NMF

	
Identify the trends, advances, and gaps in the Industry 4.0 applications




	
[93]

	
LDA

	
Identify the existing knowledge on digital transformation due to Industry 4.0




	
[94]

	
TF-IDF and threshold analysis

	
Generate concept maps of important concepts and calculate similarity coefficients




	
Others

	
[97]

	
TF-IDF

	
Identify key topics in HRL




	
[98]

	
LDA

	
Create a new intellectual structure for marine sustainability research




	
[101]

	
Voyant

	
Identify trends related to non-pavement research




	
[99]

	
LDA

	
Identify trends related to freight transportation and freight systems




	
Innovation in Transportation Infrastructure Research

	
Unmanned Aircraft Systems (UAS)

	
[103]

	
LDA

	
Determine the key topics relevant to UAS sighting incidents




	
Airline complaints

	
[104]

	
LDA

	
Understand the main reasons for complaints being triggered




	
Airline passenger concerns

	
[105]

	
GSDMM

	
Identify representative topics of passenger concerns in airports




	
Drone technology

	
[106]

	
LSA

	
Identify warning signs of potential social impacts and their specific consequences




	
Container shipping

	
[107]

	
LDA

	
Provide structured evidence of sustainability disclosure content in the container shipping industry




	
Truck plate identification

	
[108]

	
ED

	
Read large truck plates
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