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Abstract: In an industrial setting, consistent production and machine maintenance might help
any company become successful. Machine health checking is a method of observing the status
of a machine to predict mechanical mileage and predict the machine’s disappointment. The most
often utilized traditional approaches are reactive and preventive maintenance. These approaches
are unreliable and wasteful in terms of time and resource utilization. The use of system health
management in conjunction with a predictive maintenance strategy allows for the scheduling of
maintenance times in such a way that device malfunction is avoided, and thus the repercussions
are avoided. IoT can help monitor equipment health and provide the best outcomes, especially in
an industrial setting. Internet of Things (IoT) and machine learning models are quite successful
in providing ongoing knowledge and comprehensive study on infrastructure performance. Our
suggested technique uses a mobile application that seeks to anticipate the machine’s health status
using a classification method utilizing IoT and machine learning technologies, which might benefit
the industry environment by alerting the appropriate maintenance team before inflicting significant
harm to the system and disrupting normal operations. A comparison of decision tree, XGBoost,
SVM, and KNN performance has been carried out. According to our findings, XGBoost achieves
higher classification accuracy compared to the other algorithms. As a result, this model is selected for
creating a user-based application that allows the user to easily check the state of the machine’s health.

Keywords: Decision Tree algorithm; IoT; KNN algorithm; machine health prediction; predictive
maintenance; SVM algorithm; XGBoost algorithm

1. Introduction

To avoid equipment failure, it is important to forecast system failure ahead of time.
The importance of a well-functioning maintenance system cannot be overstated because it
is critical to lean manufacturing [1]. Many businesses and organizations nowadays rely on
sophisticated and advanced technology. Using naïve approaches might result in massive
economic, human, and productivity losses. If the organization’s methods for dealing with
equipment failure are inadequate, the cost of failure might be excessive [2]. As a result, a
company must pick a superior approach to help them overcome these dangers. Traditional
equipment maintenance approaches such as reactive and preventative maintenance are still
in use. Repairing equipment after it has failed is referred to as reactive maintenance [3].
Periodic inspections are performed while the equipment is still operational as part of
preventive maintenance [4]. However, this is not the best strategy because the equipment
is maintained even when it isn’t needed. However, these methods need human interaction
and equipment monitoring from afar.

Thus, predictive maintenance [5] involving real-time streaming of data and predictions
using enhanced algorithms requiring minimal human efforts is the finest choice for any
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organization to opt. We aim to develop smart machine health prediction using machine
learning techniques thereby minimizing conventional ineffective practices.

The exploration of the Internet of Things (IoT) and machine learning models /methods
brings more convenient methods for easier computation that could reduce the chances of
failures in the industry environment [6]. In this study, using machine learning and signal
processing, an acoustic-based predictive model is developed that makes use of sound
delivered by the machine to understand the condition of the machine and predicts future
failures which help industries in handling the risk of failure before it becomes a serious
concern. The acoustic signal is converted into mathematical numbers that the computer
or a machine learning model can comprehend and analyze to draw inferences about the
machine’s health state using signal processing techniques. Thus, the generated model is
capable of analyzing sound signals and anticipating concealed oncoming machine faults
thanks to this amazing mix of signal processing and machine learning. Then, using principal
component study and a comparative analysis of algorithms/methods such as decision
tree, extreme gradient boosting (XGBoost), support vector machine (SVM), and K-nearest
neighbor (KNN), the optimal model is picked (PCA). This model is being used to create an
android application that captures the machine’s noises and anticipates abnormalities using
classification method.

1.1. Challenges of Conventional Machine Monitoring

The traditional process of machine monitoring includes operational costs (staff train-
ing for data analysis), installation process, and regular maintenance activity chart. This
monitoring activity may include human faults and leads to wrong prediction.

1.2. Advantages of Prognostics and Systems Health Management (PHM)

The proposed model of prediction gives many advantage aspects including better
efficiency and durability of machines with reduced maintenance cost. This process reduces
handling risks as this is completely an automated process and prediction. This supports
an advanced protection and gives good perception of the entire organization systems and
helps in strengthening the customer relationships.

The rest of this paper is organized as follows: Section 2 presents the related work.
Section 3 presents the proposed solution and usage of various machine learning algorithms.
This section also includes the system architecture, experimental setup, and the availability
of dataset for carrying the experimentation process. Section 4 includes result and discussion
and finally Section 5 presents the concluding remarks.

2. Related Work

This section presents the related work on the problem and various attempts by research
community toward the attainment of the solution to the problem throughout the globe.
This could help to find the best solution to the existing problem. This section also includes
design methodology, algorithms usage, and experimental setup.

Daeil Kwon et al. [6], examines the advantages and disadvantages of PHM for indus-
trial usage, with an emphasis on the Internet of Things (IoT). The primary goal of this
article is to accelerate the development of PHM based on IoT since IoT offers a flexible and
accessible framework. Human resources continue to be a key barrier in building, verifying,
and maintaining the models necessary for prognostics, as shown by numerous examples
of businesses successfully implementing IoT-based PHM. The fundamental assumption
is that IoT-based PHM will have a significant influence on deployment quality review,
analysis, and early detection, as well as the development of new business opportunities. It
additionally examines the inaccessibility of real-time datasets as they will empower the
advancement of new calculations. Moreover, the greatest concern is regarding the security
of information as the IoT stages center around open design where open access stages
empower improvement of utilization by third parties. The key premise is that IoT-based
PHM will have a significant influence on quality deployment review, analysis, and early



Information 2023, 14, 181 3 of 17

detection, as well as the exploitation of new opportunities [7], the authors assess four ma-
chine learning algorithms and put them to the test in order to characterize seven common
steel plate defects. Multi-layer perceptron neural network (MLPNN), C5.0 decision tree,
Bayesian system (BN), and ensemble model are the four machine learning models chosen.
When compared to other models, the C5.0 choice tree delivered exceptional results, with
95.56 percent accuracy for the training data and 95.66 percent accuracy for the testing data.
Van Tung Tran and other authors [8] mention the use of univariate time series techniques
and regression models in this work to offer a methodology for estimating prospective
system conditions. The recommended method is carried out by predicting future situations.
The peak acceleration and the envelope acceleration are investigated in the low methane
compressor condition. This method produced a forecast error of 1.43 percent in peak
acceleration and a prediction error of 6% in envelope acceleration. The findings support
the hypothesis that the proposed approach technique with one-step-ahead prediction has
potential for machine health management. Predictive maintenance (PdM) in Industry 4.0
using machine learning approach [9] presents a machine learning engineering for predictive
maintenance. By constructing the information framework inquiry, implementing the ma-
chine learning technique, and comparing it with the re-enactment instrument examination,
the framework is tested on a real-world industry model. Another PdM technique based on
PdM, the AI approach on a cutting machine, is described in this study. The proposed PdM
philosophy allows for dynamical choice guidelines to be received for executive upkeep,
which is achieved using Azure Machine Learning Studio and a random forest approach.
Jimenez-Cortadi et al. [10] presents technique for carrying out information-driven pre-
dictive maintenance (PdM) in a dynamic system, which is described in this article. They
demonstrated that preventive maintenance (PM) done in a real-time machining process
could be converted to a PdM method. A dynamic application was built to provide a visual
study of the machining apparatus’s remaining useful life (RUL). This study demonstrates
that the technique proposed in one process may be replicated for a significant amount of the
procedure for sequential component production. In this paper, we present a method that
may be used in this operation, as well as the vast majority of sequential creation procedures.

Machine health monitoring using knowledge-based systems [11] is a study to offer a
framework for assessing machine well-being. Machine health monitoring is surveyed using
an application based on knowledge-based systems’ artificial intelligence (AI) approach.
The framework’s outputs are tested for passable characteristics using vibration standards
and found to be worthy. The present framework is designed for disconnected situations
in which the client physically transports machine vibration data to the information frame-
work. Yan et al. [12] covers the development of a machine health management system
that uses the machine’s vibration and temperature as metrics for monitoring the machine’s
health condition. putting your health to the test the entire approach for improving the
computer health monitoring system is described in this article. The assumption is that the
most intense permitted vibration measurements are in the ranges of 0–20 Hz@210 rpm,
0–15 Hz@175 rpm, and 0–10 Hz@135 rpm. We can decrease equipment failures and improve
machine performance and efficiency by using effective machine health monitoring. The
recommended strategy for successful management is a fast increasing method. A Self
Aware Health Monitoring Architecture for Distributed Industrial Systems [13] proposes
Self-Aware Wellbeing Monitoring and Bio-Propelled Coordination for Disseminated Au-
tomation Frameworks (SAMBA) (CPPS). The Framework’s ability to react intelligently to
quickly changing conditions and possible CPPS states is enhanced by SAMBA. This article
suggests using mechanically conveyed CPPS engineering to build the framework’s ability
to adapt to changing events and conditions. The design’s main emphasis elements are
wellness assessment and social deviance correction. Lee et al. [14] presents the management
of machine health for bright industrial facilities, which is also the subject of this study. The
research also looked at several types of machine sensors, as well as the different types of
computations and PHM devices used for machine wellness administrations. As a result, the
current research aims to provide a broad overview and point of view of machine wellbeing
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administrations in smart processing plants and Industry 4.0. Machine Condition Monitor-
ing System using a smart phone [15] is a framework for machine condition monitoring
created using sophisticated smartphone functionalities in this article. This article offers a
machine condition checking architecture that despite some equipment limitations tends to
protect information. The accuracy of error identification is provided in this study, which
validates the suggested system’s capabilities in future condition checking administrations.

Chen et al. [16] offer a new technique for machine health status prediction based on
Neuro-Fuzzy Systems (NFS) and Bayesian algorithms in their article. After training using
system data, NFS is used as a predictive model to anticipate the reaction of the system
failure state over time. Chen and colleagues tested the established procedure using two
separate experimental cases: a damaged carrier plate and a faulty bearing. The exper-
iment’s efficiency is compared to three popular predictors: recurrent neural networks
(RNN), NFS, and recursive neural networks (RNN) (RNFS). Monitoring machine health
status and diagnosis of fault using SVM algorithm [17] are crucial for machine status
monitoring and problem identification; this study primarily uses a support vector machine.
The findings of the current research in machine condition monitoring are reviewed and
presented in this publication. Artificial neural networks (ANN), fuzzy expert systems,
random forests, and condition-based reasoning have all been employed. Despite the fact
that SVM implementation is uncommon, it provides great performance and accuracy. Ma-
chine health monitoring with deep learning and its applications [18] is proposed by Zhao
et al. to assess and summarize the recent fieldwork on machine condition monitoring
using deep learning algorithms. Zhao et al. examine the implementation of deep learning
from the perspectives of restricted Boltzmann machines, auto-encoders, and convolutional
neural networks (CNN). Eventually, several important advances in computer state analysis
approaches focusing on deep learning are discussed. Binding et al., discusses the predictive
maintenance of a superior printing machine. Various metrics such as cross-entropy, AUC,
ROC, PRC, decision thresholds, calibration curves were used to determine the best model.
Random forest and XGBoost outperformed logistic regression in terms of decision thresh-
olds [19–21]. In terms of ROC, all techniques outperformed random classifiers significantly.
Motor failure time prediction is carried out using ANN [22,23], artificial neural networks,
and this paper presents an approach for predicting the status of the equipment. The model
was trained to make predictions on the devices that imitated a motor using vibration
readings obtained from an accelerometer. The algorithms used were ANN, regression
tree, random forest, and support vector machine, with ANN providing the best results.
Moreover, model generalization and k-fold cross-validation were performed.

Biswal et al. [24] discusses the methodology to monitor the condition of a wind turbine
using ANN. To simulate the functioning of a real wind turbine, a bend-top test rig was
created. Time-domain vibration signatures were investigated for essential aspects and
vibration signatures were obtained depending on the state (healthy, malfunctioning, etc.,).
The predictive model correctly classified the machine’s status 92.6 percent of the time.
Predictive maintenance system for refrigeration using case temperature data, demonstrates
an ML-based approach [25–28] for detecting faults in refrigeration systems. Seasonality-
based decomposition, pattern discovery employing dynamic time warping, and clustering
were used to extract features. The collected features are utilized to train a binary classi-
fier built using random forest. This approach was validated using real-world data from
2265 refrigerators. The precision of 89 percent was achieved with a 7-day lead time. When
tested on unseen cases, it had a recall of 46%. Fernandes et al. outlines the work titled
“A Machine-Learning Approach for Predictive Maintenance for forecasting appliances
failures”, which outlines a mechanism for predicting boiler malfunctions as well as future
failures up to a week in advance. LSTM was primarily utilized as a prediction model with
various topologies. Results indicate that LSTM with three hidden layers of 50 neurons
and LSTM with one hidden layer of 25 neurons gives the best performance. Along with
this, a random stratified classifier, random tree, and neural networks were evaluated. It
was observed that weighted neural networks performed poorly when compared to NN
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models. In [29–31], Gopi Krishna and Selvaraj use ML techniques to classify the type of
fault in the bearings. Data were acquired using torque, displacement, accelerometer, and
velocity sensors after which vibrational signal analysis [32,33] was carried out to extract
the features. Machine learning models involving KNN, SVM, K-Means, CRA (collaborative
recommendation approach) were used. Among all, CRA has given the best results with
93% accuracy in identifying a fault [34,35]. Arias et al. [36] gives an overview of how to
forecast failures in power transformers using ML techniques including SVM, decision tree,
random forest, and LSTM. Dataset of insulating oil test was used. Among all the techniques
evaluated, SVM had given the best result, with a recall rate of 77%. As the data were
gathered at such a low frequency, the LSTM could not provide a better outcome.

From the existing and related work discussed above, the problem of identification of
machine health status especially in the industrial environment was attempted by various
experts using several approaches such as: (a) Observing the machine status using sensors
deployed in various places of the industry and further using the data for analysis to know
the health status [37]; and (b) observations from the sensors are stored in the centralized
system and further analyzed with machine learning/deep learning models to assess the
health condition. The problem identified above is fixing, and the deployment of sensors to
capture the observations of the machinery is another systemic model and burden in terms
of financial aspects in the industry [38]. This model cannot apply to all kinds of machinery
as the machines are different and exhibit different properties/functionalities.

This paper attempts a simple and comprehensive solution to observe the health status
machinery through a simple mobile application that is well-equipped with a machine
learning model that could easily predict the health status of the machine instantly. The
mobile application can also be tuned to a specific industrial machine as they differ in their
functionalities and mode of operational properties. This work also helps in minimizing
the operational cost of maintenance of the industrial appliances as they require a huge
investment when the industry is set up.

3. Proposed Solution

So, in order to obtain reliable results, we plan to create a predictive model of machine
health predictions using machine learning approaches based on the machine’s real data.
It analyzes the data, anticipates deviations, and alerts the user to any abnormalities in
the machine’s operation. The proposed method uses classification (binary classification)
and predicts whether the given observation of a machine is normal or abnormal. Our
suggested prediction method is depicted in Figure 1, and it entails using popular machine
algorithms such as: KNN, SVM, decision tree, and XGBoost [39,40]. The performance
characteristics of various algorithms are then examined, and the best algorithm is picked
for the predictive machine learning model’s [41–43] final development. The technique also
reports the irregularity through a user interface in which the front end is built with Android
Studio and the backend is built with Flask, a Python framework, and the server is hosted
on Heroku. The following Figure 1 is elaborated in various stages as follows.

Collecting acoustic signal from table fan: To mimic the industry environment and
to gather signals from the machines, we have considered a table fan to collect the sound
signals from the fan in various timing intervals for both states of the fan working conditions
such as “normal” and “abnormal” states.

Signal Processing & Feature Extraction: The entire model development used as part of
this manuscript has been carried out in a python programming environment. To derive
features of the signals received from the table fan, especially for processing the machine
learning algorithms, we want to derive the following features to be extracted from the
acoustic signals of the fan using the signal processing method [44–48]. They are 1. chroma
shift, 2. RMSE (root mean square energy), 3. spectral centroid, 4. spectral bandwidth,
5. spectral roll-off, 6. zero crossing rate, and 7. MFCC (coefficient of mel frequency
cepstrum). These features of the signal help in the prediction of the health status of the
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machine. We use the “lebrosa library” in the python environment to derive the above said
features from the audio signals of the fan through the mobile application.
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Dimensionality Reduction using PCA: In machine learning models, the greater effi-
ciency of the model is achieved by supplying important data features rather than sending
the entire dataset features to the model. Especially SVM and KNN work very well on the
important features rather than the entire dataset. Because of this property we have selected
a phase called “dimensionality reduction using PCA”.

Algorithms Usage: To identify the best machine learning model, we have selected
algorithms such as SVM, KNN, decision tree, and XGBoost which are very popular machine
learning algorithms.

Performance analysis and Choosing the model: All the above-mentioned algorithms
are analyzed on the dataset and the best model that could predict the health condition
quickly with good accuracy is selected while deploying the model in the mobile application.

Android Application using best model: This work is also intended to build a mobile
application usable by any staff member of the industry to record the audio signal from the
machinery as part of their routine maintenance activity and the application could predict
the health status quickly.

3.1. Usage of Algorithms
3.1.1. XGBoost Algorithm

Extreme gradient boosting (also called XGBoost) is a decision-tree-based machine
learning method that may be used to a variety of machine learning applications. A gradient
boosting framework is used to implement it [19]. It is designed as an ensemble learning
approach, which means that the XGBoost’s result is a composite of multiple models’
outputs. Its parallel processing, tree trimming, and regularized boosting capabilities
make it a formidable tool [20,21]. XGBoost is a popular decision-tree-based ensemble
method. It uses a gradient descent algorithm to minimize errors in a model. It has various
characteristics including, used to solve a wide range of applications, portability, support of
major programming languages, and integration with the cloud environment.

Figure 2 presents the visual form of the tree built using XGBoost model built by using
hyper-parameters such as learning rate, max depth, etc.

3.1.2. Decision Tree

The decision tree method essentially learns various decision rules found from the
training data by constructing a tree containing decision nodes [22,32]. Internally, this
decision tree performs attribute selection at each level of decision using different methods
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and techniques such as information gain, Gini index, Gini impurity, entropy, and so on.
Then, for the given input data, this decision tree may be used to categorize or predict
continuous value. The decision tree works with both discrete and continuous data variables
using supervised learning approach. Based on the data properties, the decision tree is
constructed with a root node (significant predictor node) and sub-nodes.
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Figure 3 is the representation of the decision tree formed, and the various decision
rules based on which the constructed decision tree model performs categorization (normal
or abnormal).
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3.1.3. SVM Algorithm

SVM (support vector machine) is a supervised machine learning method used for
classification and regression issues. Internally, SVM creates a hyperplane that separates
two or more classes most effectively [33]. This algorithm uses less computation power with
significant accuracy. This is used to find a hyperplane that distinctly classifies the data
points. SVM algorithm uses a technique called “kernel trick” that takes low dimensional
input space and transforms it into a higher dimensional space. This kind of feature is useful
when we want to work with extremely complex data. This is carried out iteratively to gain
more precision and minimize error. This algorithm is used with two functionalities: 1. SVM
with kernel trick and 2. PCA with SVM. This is done and experimented with the above
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as the problem domain is complex and expects good accuracy of prediction. A support
vector machine (SVM) is a powerful and versatile algorithm which is capable of doing
linear or non-linear classification and regression. It has another popular functionality of
outlier detection as shown in Figure 4. This functionality helps in the experimentation
process especially in dealing with data significant to the experimentation. To deal with
higher dimensional data and to optimize the classification process of the algorithm, this
algorithm adds another functionality of “kernel trick” that is intended to process the dataset
using a set of pairwise similarity comparison among the data observations. This added
feature greatly helps the SVM algorithm in reducing the computational power during the
training and validation stage of the algorithm. As the observed data for the diagnosis
of health condition of machinery in industry environment include signal processed data
that contain imperfections in the form of impression and uncertainty (noise), we have
used PCA (principle component analysis) integrated with SVM process. The combined
process works effectively in the detection of patterns in the system. The integration of
PCA with SVM classification process helps in (1) identifying the data properties which
are important and contributes majorly to the detection of faults in the machine properties
(observed patterns) and (2) it helps in reducing the data properties especially when the
data is multi-dimensional in orientation.
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Figure 4 shows the visualization after reducing multi-dimensional data to two-
dimensional characteristics; the visual form of SVM model created with PCA. It depicts a
linear decision border that separates two groups for an effective classification.

3.1.4. KNN Model

The KNN model is a supervised technique that is used to work with classification
and regression issues. It is most commonly utilized in the categorization of fresh data
samples based on measure of similarity acquired during the training phase of the model. It
is assumed that neighboring data points have comparable characteristics and so belong to
the same class [27]. This algorithm is chosen for classification process and assigns/predicts
the class based on a majority vote. KNN basic model is also experimented with inclusion
of PCA features to leverage majority class information. This process greatly helps in
improving the prediction accuracy of the model. The combined version of PCA with KNN
has shown good accuracy of prediction as the data size grows.

Figure 5 presents the visual representation of KNN model created after the dimension-
ality reduction using PCA. It also presents how the decision boundary is represented in
order to determine if the machine state is normal or pathological.
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3.2. System Architecture

The suggested system model’s entire systemic architecture can be seen in Figure 6,
which depicts the system’s step-by-step activity, including the use of machinery by hand-
held devices such as mobile phones that can analyze signals and feature extraction from
machinery [29,32,33]. This information is sent to the FLASK environment, which is used to
create the prediction model.
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3.3. Development of User Interface

The user interface is created with Android Studio (for front-end) and with Flask (for back-
end), and the application provides the user to record the functioning of a machine (through
sound) and visualize its health status, such as whether it is normal or abnormal, as well as the
time stamp, allowing the user to gain insight into the machine’s condition [40,44–48].

Features of User Interface

• Record Button—Starts the recording.
• Stop Button—Stops the recording and the file is saved in local machine.
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• Predict Button—Sends the stored file to the Flask API (application programming
interface), which carries out the prediction and returns the results to the android app
(front end).

• Visualization—Process time is displayed alongside the received answer from the flask
API, with red indicating abnormal and green indicating normal.

3.4. Experimental Setup

The suggested approach tries to anticipate the occurrence of anomalies in a machine.
This necessitates the collection of data from the machine. As a result, acoustic signals from
the machine are employed in our technique to assess the machine’s condition. Various
industrial sounds are gathered and utilized as background noise while trying to mimic the
industrial setting. This work also considers the research implications of the development of
an entropy measure to identify the defective components of an axial piston pump [46] and a
rolling bearing fault diagnosis based on variational mode decomposition(VMD) and degree
of cyclo stationarity(DCS) demodulation [47]. This encourages the development of robust
model that also functions well in a noisy environment. As part of the experimentation,
we use a home table fan to mimic an industrial machine, and the noises generated by
the table fan were captured both normally and abnormally, as shown in Figures 7 and 8.
Once the mobile application reads the signals from the machine, the identified features are
extracted and stored in the dataset using the “librosa library” of the python programming
environment. As mentioned in the previous section, each feature has its way of representing
information captured from the acoustic signal. Chroma Shift, a floating point representation,
presents the quality of the sound and helps to categorize it into various scales such as higher,
medium, and lower. RMSE, a floating point representation, contains the total magnitude of
the signal. Spectral Centroid, A floating point representation, contains the location of the
center of mass in the spectrum. This is useful in the characterization of the audio file signal.
Spectral Bandwidth, is a floating point representation, to know the difference between
the upper and lower frequency spectrum. Spectral roll-off, a floating point representation,
helps in deriving the power spectrum and is further useful to remove the noise in the
signals. Zero Crossing Rate, a floating point representation, a measure at which the signal
is going through the zeroth line(positive to negative or vice versa), and MFCC, a floating
point representation, useful in the representation of sound in a mel scale of frequency. This
information is needed to train, develop, and test a machine learning model that can forecast
the health of a machine.

3.5. Dataset Description

The characteristics of the acoustic signals that are retrieved using signal processing
conducted using a python package named “librosa” are the properties contained in the
dataset as indicated in Table 1. Each sample is also given identification called “faculty
category” or “non-fault category”. The audio samples acquired by the equipment contain
450 normal samples and 450 aberrant samples. There were 50% of fault-category dataset
elements and another 50% of non-fault-category dataset elements. As there were two
identification labels for the entire dataset, this is considered as a two-class classification
problem. These samples have of a total of 900 audio signals with the ratio of 70:20:10
supplied during the training, testing, and validation process of the model. These samples
along with the identification label were supplied to the models during the phase of training,
and were further tested without supply of identification label. These samples have the
characteristics listed in Table 1 that are utilized to train and develop the suggested model
that predicts the health of the machine.
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Table 1. Dataset description.

SNO Attribute Attribute Type Description

1. Chroma stft Float Chromogram based feature

2. RMSE Float Root-Mean-Square (RMS) energy for
each frame of the audio signal

3. Spectral Centroid Float Indicates the frequency where the
energy of the spectrum is centered.

4. Spectral bandwidth Float Indicates the bandwidth of the spectrum
for each frame of the audio signal

5. Spectral roll-off Float Indicates the volume of the right
skewedness of the power spectrum

6. Zero crossing rate Float
Indicates the number of times the
amplitude of the audio signal pas
through zero

7. MFCC Float Coefficients that build up the mel
frequency cepstrum

4. Results and Discussion

The experimental setup mentioned in the above section is examined with various
machine learning algorithms and has the following characteristics with various accuracy
metrics during the training process. The parameters supplied to various models during the
training are the basic and standard utilization such as sample size for training and testing.
Other parameters include:
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Decision Tree: Classifier parameters such as criterion, max_depth, split, etc.;
XGBoost: General parameters, booster parameters, and learning parameters;
SVM: Regularization parameters; and
KNN: value-n, weights(uniform) and type of algorithm.

The following Table 2 presents the performance metrics of various algorithms.

Table 2. Results.

Algorithm
Performance Metrics

Accuracy Precision Recall F1 Score Area under ROC Curve

Decision Tree 94.33 93.58 95.10 94.33 0.94

XGBoost 95.95 98.84 92.93 95.79 0.99

SVM 63.07 96.07 26.63 41.70 0.92

SVM WITH PCA 92.45 95.34 89.13 92.13 0.95

KNN 87.06 82.07 94.56 87.87 0.89

KNN WITH PCA 82.21 92.14 70.10 79.62 0.94

We have identified the highest performing model with six models such as decision
tree, SVM model, SVM with PCA, XGBoost, KNN, and KNN with PCA for the prediction
of machines health. In this comparison, performance measurements such as accuracy, preci-
sion, recall, F1 score, confusion matrix, and area under the ROC curve were used. Based on
the findings in Table 2, the XGBoost model, with an accuracy of 95.95 percent, outperforms
the Decision Tree, SVM with PCA, KNN, KNN with PCA, and SVM models, which have
accuracies of 94.33 percent, 92.45 percent, 87.06 percent, 82.21 percent, and 72.77 percent,
respectively. The performance of the models during the training stage is assessed using
the confusion matrix. The measures of various algorithms cannot give any interpretations
of the dataset which were classified correctly and incorrectly. Incorrect classification may
happen due to the dataset properties and wrong class label. The confusion matrix is a
metric that gives a total picture of the working model of the algorithm. It also helps us to
know the imbalanced property of the data. It is a matrix of 2 × 2 size (for binary classifica-
tion) that includes the number of data points/datasets that were classified correctly and
incorrectly for a given class label. Similarly, it is assessed for the other class label too. These
matrix values help in deriving the other performance metrics such as recall, precision, and
accuracy. The confusion matrix can be easily accessed as part of the programming of each
algorithm. In Figure 9, for the XGBoost algorithm, we observe that out of 50% of the dataset
which needs to be of fault identification, XGBoost could predict correctly with 49.87% and
0.54% of misclassification toward fault identification. Similarly, we observe that out of 50%
of the dataset which needs to be of non-fault identification, XGBoost could predict correctly
with 44.20% and 5.39% of misclassification. As demonstrated in Figure 9, XGBoost has
the highest precision among all, this shows that 98% of the failures it predicted are correct.
Though, the decision tree gives out a better recall value than XGBoost. The F1-score which
represents both precision and recall together is high for XGBoost.

True positive and true negative values are higher in a good-performing model, whereas
false-positive and false-negative values are lower [34]. The XGBoost model has the greatest
true-negative rate and the lowest false-positive rate, as shown in Figure 9. When compared
to the XGBoost model, decision tree has the lowest false-negative rate and the greatest
true-positive, but it also has a higher false-positive rate and a lower true-negative rate.
As a result, the decision tree performs worse than XGBoost. As a result of analyzing the
confusion matrices of six prediction models, it is clear that XGBoost outperforms the others.
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The ROC curve (receiver operating characteristic) of the employed algorithms, decision
tree, XGBoost, SVM with PCA, KNN, SVM, KNN with PCA, is shown in Figure 10. The
trade-off between sensitivity and specificity is depicted by the ROC curve. The model with
higher performance usually has a roc curve that is closer to the plot’s upper left corner [35].
Furthermore, the area under the ROC curve is among the finest measures for evaluating the
model’s performance. The model’s ability to discriminate between positive and negative
classes is represented by the area under the ROC curve. The greater the AUC, the better the
model’s performance. When we analyze the ROC curves of the four algorithms discussed,
the ROC curve of XGBoost model, with the vertex start at the top left of the plot and an
AUC (area under the curve) of 0.99, outperforms decision tree, SVM model, SVM with PCA,
KNN, and KNN with PCA, which have AUCs of 0.94, 0.92, 0.95, 0.89, and 0.94, respectively.
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Furthermore, the experimentation of this work and its results are compared with the
results of “Fault Prediction Recommender Model for IoT Enabled Sensors Based Workplace”
as it is closer to the design methodology. It is observed that the prediction of faults in
smart offices with the random forest algorithm occurs with an accuracy of 94.27%. The
model presented in this manuscript, especially XGBoost has shown a greater impacted
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accuracy of 99%. Another comparison of the study observed in similar work is in [48];
the sensors present in the devices are programmed to capture the health condition of the
machines to cloud environment and thereby prediction of the health status is observed.
The model presented in this manuscript uses a mobile application that can help any person
in the industry to read the acoustic signals from the targeted machine, hence making the
prediction of health conditions possible. In turn, the model presented in [48] is costlier and
takes the cloud environment for model storage and prediction of the same; whereas the
model presented in this manuscript uses a simple mobile application that is easy to use
and does not require any other computational resources. Finally, this application can be
adapted to any kind of industrial environment for the easier health status of the machinery
with a greater impact and is easy to use with a simple mobile application.

Built of User Interface Using Android Environment and Flask

Finally, after the program is installed on hand-held devices such as mobile phones [42,43],
the user may use it to record the set of actions mentioned above, and the prediction model
completes the work by displaying the findings as shown in Figure 11. User interfaces allow
the user to see the results of the prediction.
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5. Conclusions

This paper presents a comprehensive study on machine learning algorithms employed
to predict prior failures in any equipment. Though few techniques such as reactive and
preventive maintenance exist, they have certain drawbacks. Early detection of a machine’s
health can improve the machine’s dependability, efficiency, and availability. Machine
learning algorithms aid in the more accurate prediction of a machine’s health. Acoustic
signals from the machine were collected, and signal processing was performed to extract
several audio characteristics that were utilized to create the model such as spectral centroid,
spectral bandwidth, spectral rolloff, zerocrossing rate, RMSE, MFCC, and so on. Working
with and analyzing the performance of several machine learning algorithms provided
us the freedom to select the most appropriate machine learning algorithm for our needs.
Metrics such as accuracy, precision, recall, confusion matrix, and AUC-ROC were used
in deciding on the best model. Visual representation of models in the form of trees and
decision boundaries were also obtained to understand the ML models better. Among
the algorithms we worked with i.e., decision tree, XGBoost, support vector machine,
KNN, the XGBoost model had the highest accuracy, followed by the decision tree model.
Furthermore, the designed user interface aids in better understanding the anomaly and
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enables users to monitor and comprehend the health status of the industrial machine with
greater convenience and precision. As a result, when employed in real-time, this technique
can promote the system’s throughput and resilience. Moreover, it can help achieve a better
insight into the current condition of the system and thereby lower the maintenance cost
significantly. This work can be taken further by testing the experimentation process with
deep learning models that could be integrated easily into many real-world applications.
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