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Abstract: Fifth-generation and more importantly the forthcoming sixth-generation networks have
been given special care for latency and are designed to support low latency applications including
a high flexibility New Radio (NR) interface that can be configured to utilize different subcarrier
spacings (SCS), slot durations, special scheduling optional features (mini-slot scheduling), cloud- and
virtual-based transport network infrastructures including slicing, and finally intelligent radio and
transport packet retransmissions mechanisms. QoS analysis with emphasis on the determination of
the transmitted packets’ average waiting time is therefore crucial for both network performance and
user applications. Most preferred implementations to optimize transmission network rely on the
cloud architectures with star network topology. In this paper, as part of our original and innovative
contribution, a two-stage queue model is proposed and analytically investigated. Firstly, a two-
dimension queue is proposed in order to estimate the expected delay on priority scheduling decisions
over the IP/Ethernet MAC layer of IP packet transmissions between gNB and the core network.
Furthermore, a one-dimension queue is proposed to estimate the average packet waiting time on
the RLC radio buffer before being scheduled mainly due to excessive traffic load and designed
transmission bandwidth availability.

Keywords: 6G; 5G; network topology; latency; broadband wireless networks; service class; QoS

1. Introduction

The 5G network is standardized by 3GPP and ETSI to support high-bandwidth-
demanding services as well as low-latency (below 1 ms) critical communication applica-
tions, in the context of a three-pillar deployment horizon beyond 2020, that is, enhanced
mobile broadband (eMBB), massive machine-type communication, and ultra-reliability
low-latency communication (URLLC) [1]. Since the early 5G commercialization of 2018,
it has been established that 5G will contribute the most to the new rising technology of
the Internet of Everything (IoE) and will become the major enabler of innovation and
development in the new digital era of communications. Moreover, the forthcoming 6G
will mostly contribute to the merging of mobile communications, TCP/IP technology, and
machine learning (ML) along with Augmented Reality (AR) and Artificial Intelligence (AI).
A cloud-based network architecture is the key to providing a framework for assembling the
various aforementioned enabling technologies and support digital-based targeted services
and applications of the metaverse concept. Therefore, the network architecture is the
milestone for the forthcoming 6G mobile system, as a major virtualized and cloud-based
network topology transformation is due to happen.

Present-day TCP/IP-based multi-service mobile network topologies request reliable
data transmission. In such networks there is always a negotiation of QoS profiles prior to
the requested connection and admitted network response [2–5]. In 3GPP 5G standards,
four negotiated QoS profiles are proposed [4] and specific attributes are predefined; mean
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and peak throughputs, precedence, delivery delay, and Signaling Data Units (SDU) error
ratio. In addition to those proposals, the expected deep convergence of information,
communication, and data technologies (ICDT) imposes higher efficiency on the network
architecture [6–9].

The requirements of 5G and 6G, compared to previous LTE mobile broadband net-
work, pose strong demands on radio throughput and transmission latency. This could
be easily achieved by employing an OFDM technique over air interface together with a
more simplified network architecture [10,11]. Several gNodeB interconnected topologies
have been proposed in order to simplify transmission network implementation and also to
minimize expected IP packet transmission delays [10]. In IP/Ethernet gNodeB cloud-based
star topology, the transmission equipment MAC scheduler packets are initially prioritized
into different buffers and then transmitted over the IP LAN, following the well-known
First–in First-out (FIFO) transmission technique, as shown in Figure 1.
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In our proposed scheme, on the basis of the aforementioned analysis, the expected
delay is split into two components; the first component considers the expected delay due
to MAC scheduling priority of differentiated services with pre-emption vulnerabilities of
pre-empted packets, whereas the second component considers the expected delay due to
queue waiting transmission time in the transmission buffers.

This paper considers the most recent 5G and proposed 6G virtualized and cloud-based
star topology, where lower layer gNodeBs are interconnected over a centralized gNodeB
aggregator to forward IP packets to the EPC core network, as shown in Figure 1. An
analytical solution is proposed to estimate the expected delay. Our scheme is based on
Radio Resource Management (RRM) pre-emption queue priorities in order to estimate
the IP/Ethernet MAC priority with pre-empted packets delay together with a queue loss
model in order to estimate the expected delay of the packet transmission due to buffer FIFO
and IP packet segmentations.

2. Scheduler Priority Queue

QoS flexible architecture in 5G network topology, as being standardized in the 5G
gNodeB, exists to enable the core and the Radio Access Network subsystem (RAN) to
differentiate service classes and services into high priority (pre-emption capable) and
low priority (pre-emption vulnerable) [12–14], allowing network designers to define pre-
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emption strategies in the Radio Access Network (RAN) MAC layer to properly tune
the scheduling functionality and support the demanding simultaneous request for high-
throughput rates and low latency. Typical realistic examples might be the combination of
enhanced mobile broadband (eMBB) services where throughput is the extremely important
metric of the service, along with low-latency and reliable services (massive machine-type
communications—mMTC) for Internet-of-Things (IoT) applications. Recent published
works propose techniques that distinguish among priorities but have not considered the
delay as a total of discrete components. A scheme akin to our paper’s contribution has
been proposed by Sami Kekki et al. [15]. To the best of the authors’ knowledge, the scheme
that approaches closer to our own proposal has been published by Tang [16,17]. These
works feature resilient results on dynamic partitioning, however once more the pre-empted
packets are given no further consideration on priority schemes (ARP), resulting in reduced
packet service performance, and guaranteeing only priority traffic performance.

In our analysis, a queue management analysis is introduced along with an RRM
algorithm based on capacity analysis and packet segmentation providing service differenti-
ation from diverse applications. Performance metrics have been investigated considering
a combined RRM, scheduling, and queue management approach without however con-
sidering dynamical buffer size or expected delay. Our proposed two-dimension queue
model, analytically solved to calculate the expected IP pre-empted packet delay in the
MAC/Ethernet scheduler, should be compliant with priority schemes investigating a more
compact approach to multi-service implementation by considering pre-empted packet
queue sizes through a general optimization process.

A pre-emptive priority mechanism is employed to guarantee the quality of service
(QoS) requirement of service class p (pre-emption-capable service class, such as VoIP or
video streaming services, URLLC, or mini-slot-based services) at the expense of some
degradation of service class q (pre-empted vulnerable service class, such as enhanced
mobile broadband eMBB FTP or WWW services), while the victim service class q buffer
compensates the degradation. The solution of such a Markov queue is not trivial, on the
contrary it can often become very complicated; however, our scheme adopts a mathematical
solution based on an intuitive approach [18,19]. We have not considered any reservation or
guard channels, since in the literature it has been proven that, for multi-service applications,
guard channels may result in low utilization of the radio channels. Consequently, it is
better for the network designers to follow parametric techniques such as dividing the
radio channels into specific groups of radio blocks, thus following an intuitive resource
sharing strategy between priority and non-priority services on user profiling or network
capacity [20–22].

2.1. Model Description

We consider an IP-based multi-service network over LAN with two dominant service
classes, p and q, respectively [23]. Service class p has a real-time rigid class with low-latency
characteristics and strict delay constraints, high radio scheduling priority (high-priority
scheme and pre-emption capability (high priority) attribute), and high DiffServ and Pbit
priorities over IP-based transmission network. Service class q has mostly flexible bandwidth
packet-switched characteristics with integrity and throughput constraint on errors rather
than on delay, low Diffserv, and Pbit transmission priorities and pre-emption vulnerability
(low priority) attributes. Already established service class q connections, mostly due to
their bandwidth flexibility and delay in relaxing constraint conditions, can easily be pre-
empted from service class p traffic in blocked conditions through appropriate Capacity
Management (CM) and Flow Control Management (FCM) functionality performance as
an overall performance enhancement. However, to preserve service class q QoS traffic
metrics in pre-emptive conditions, a Q length buffer could be used to store service class q
pre-empted packets for a specified (operator-determined) period of waiting time before
they could be offered again as a service into an empty available resource or be permanently
blocked and released.
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The analytical model Is based on a two-dimensional Markov chain with C available
cell resources, where state (I, j) denotes specifically that there are i occupied resources
from service class p users and j occupied resources from service class q users in the system.
Without packet queue implementation it is always considered that (i + j) ≤ C, while when a
finite queue buffer of size Q is considered for service class q, then (i ≤ C)∪ (i + j) ≤ C + Q.
In this model, Pij denotes the probability that the system is in state (i, j). It is also assumed
that the arrival of p service requests follows Poisson arrival processes with rates λn for
new services and λh for handoff services, while service class q requests follow the Poisson
arrival process with rates λd. Moreover, p service times are assumed to be exponentially
distributed with a mean of 1/µn, while for service class q they are also considered to be
exponentially distributed with a mean of 1/µd.

2.2. q Service Class Buffer Delay Analysis

Since a queue buffer of finite size Q is considered in the cell, an additional performance
metric, the impatience Tµb period of one service class q existing in the buffer, is also
considered and it is assumed to be exponentially distributed with a mean 1/µb. This
impatience period is a threshold that defines the maximum time a pre-empted service class
q IP packet should stay in the MAC/Ethernet queue buffer before either being served back
into an empty resource or finally being blocked. State diagrams of such two-dimensional
queue models with general C available resources and buffer queue size Q become really
complicated to draw, hence without loss of generality and only for simplicity reasons we
present, in Figure 2, a state diagram for a special case of cell total resources C = 3 and a
general queue length Q = 2.
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The state probabilities, following the proper two-dimensional steady-state analysis
based on queueing theory principles, are calculated from the following recursive formula:

Pi,j =
(λn + λh) · Pi−1,j + u(C− i) · u(C + 1− i− j) · λd · Pi,j−1

i · µn + u(i + j− C) · (i + j− C) · µb + u(C− i) · j · µd + u(C− i− j) · λd + u(C− i) · (λn + λh)
+

(u(C− j) · (j + 1) · µd + u(i + j + 1− C) · (i + j + 1− C) · µb) · Pi,j+1

i · µn + u(i + j− C) · (i + j− C) · µb + u(C− i) · j · µd + u(C− i− j) · λd + u(C− i) · (λn + λh)
+

u(C− i) · (i + 1) · µn · Pi+1,j + u(i + j− C−Q + 1) · (λn + λh) · Pi−1,j+1

i · µn + u(i + j− C) · (i + j− C) · µb + u(C− i) · j · µd + u(C− i− j) · λd + u(C− i) · (λn + λh)
.

(1)

Also, considering the conditional probability Pi,j|(i < 0)(j < 0)(i > C)(j > C)(i + j >
C + Q ) = 0 and

u(x) =
{

1 x > 0
0 x ≤ 0

Considering a flexible low-priority service class q request with queue buffer size Q, a
new request-blocking probability is calculated by:

PPb =
C

∑
i=0

Q

∑
q=0
q≤i

Pi,C−i+q. (2)

Regarding high-priority service class p requests, blocking probability is provided by

PCb =
Q

∑
q=0

PC,q. (3)

Additionally, considering the pre-emption case in our analysis, a new blocking proba-
bility is essential in order to describe the probability that a previously admitted service class
q connection is blocked after it has been pre-empted by class p priority traffic. Consequently
a class q connection already being served by the system in state (i, j)|j 6=0 will be blocked
and rejected if (service class q connection has been pre-empted with probability a(i,j) and
there was no idle position in the queue) ∪ (service class q connection has been pre-empted
with probability a(i,j), obtains a position in the queue, but will never be served due to
impatience time expiration with a probability

(
1− Tyout/(i,j)

)
.

In order to analytically calculate this blocking probability, we consider the Markov queue as
an input–output system with yin and yout sets of steady states. For the input yin set, we do con-
sider the set of states that could accommodate one service class p request leading into pre-emption
of one packet into the buffer, thus yin = {(i, j) : (i, j) ∈ {(0, 3), (1, 3), (1, 2), (2, 2), (2, 1)}} for
total C = 3 resources and Q = 2 positions in the queue. Providing an example concerning
the state (0,3) ∈ y_in the set will also clarify the same reasoning for the remaining states of
the set. Indeed, state (0,3) means that the system serves zero class p services and three class
q services; then, on receiving a new class p request, due to its priority over class q, one of
the three (usually the latest arrived since the buffer is assumed to be FIFO) class q services
on the buffer will be pre-empted and the system will end up into new state (1,3). On the
contrary, (2, 3) /∈ yin since state (2,3) means that the system serves two class p services and
three class q services; then, on receiving a new class p service, due to its priority over class
q service, one of the three class q services on the buffer will not be pre-empted (the queue
has only two positions) but it will be discarded and the system will end up into new state
(3,2), that is (2,3)→ (3,2). Due to the same reasoning, {(3, 2), (3, 1), (3, 0)} /∈ yin, due to
capacity management (admission control), any new class p service will be immediately
rejected since the maximum capacity resource C = 3 would be exceeded. On the other hand,
the only allowed state transitions into yin set are (0,3)→ (1,3) or (0,3)→ (1,3)→ (2,3) or
(1,3)→ (2,3) or (1,2)→ (2,2) or (2,2)→ (3,2) or (1,2)→ (2,2)→ (3,2) or (2,1)→ (3,1).
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Output yout set is the set of states where one previously pre-empted packet (pre-
empted due to the acceptance of a new class p request in the system) has found a resource
and has already been served, thus yout = {(i, j) : (i, j) ∈ {(0, 2), (1, 1), (2, 0)}} for total
C = 3 resources and Q = 2 positions in the queue. As an example, state (0,2) meaning is
that the system serves zero class p services and two class q services. The following output
transitions are valid:

• (1,3)→ (0,3)→ (0,2). State (1,3) means one active class p service, two active class q
services already in service, and one pre-empted class q service on queue. Then, with
certain probability, before impatience time expires, the class p service is terminated,
the pre-empted class q service obtains a free resource, and the system jumps into
state (0,3), where three class q services are in service. Finally, one class q service is
terminated, and the system jumps into state (0,2) as the output state.

• (2,3)→ (1,3)→ (0,3)→ (0,2). State (2,3) means two active class p services, one active
class q service already in service, and two pre-empted class q services on queue. Then,
with certain probability, before the impatience time expires, one class p service is
terminated, one pre-empted class q service obtains a free resource, and the system
jumps into state (1,3), where now one active class p connection is in service, two active
class q connections are already in service, and one pre-empted class q service exists on
the queue. Then, with certain probability, before impatience time expires, the last class
p service is terminated, the last pre-empted class q service obtains a free resource, and
the system jumps into state (0,3), where three class q services are in service. Finally, one
class q service is terminated, and the system jumps into state (0,2) as the output state.

• Any other path is forbidden since it must pass through state transitions (1,3)→ (1,2)
or (2,3)→ (2,2).

In the previous statement, the yout state indicates any combination of class p and class
q occupied resources leaving one extra system resource empty, which according to Figure 3
can be the states (0, 2), (1, 1), or (2, 0), respectively. Tyout/(i,j) is defined as the sum of all
possible transition probabilities from any possible state (i,j) into any possible yout state.
Consequently, following previous analysis and generalizing the method to all possible
transition cases, an existing class q service will be blocked based on the following blocking
probability formula:

PB|Q 6=0 =
C−1

∑
i=0

a(i, C− i− 1) · PQ+i,n−i|i f Q + i > n
Q + i = n

+
C

∑
i=1

Q−1

∑
q=0
q≤i

a(i, C− i) ·
(

1− Tyout/(i,n−i+q)

)
Pi,n−i+q. (4)

To calculate the probability, Tyout/(i,j), we must calculate each transition probability
separately. Calculations on transition probabilities could be facilitated by applying the
following lemma:

Lemma: transition probability Q(2,2)→(1,2) could be calculated as [14]:

Q(2,2)→(1,2) =
2µn

2µn + (µb + 2µd) + (µb)
. (5)

Proof of Lemma: transition (2,2)→ (1,2) is a feasible transition only when service time of
traffic classes p

(
Tµn
)

is less than the minimum class q service time between
(

Tµd, Tµb

)
in

state (2,2) and the remaining patience time
(

Tµb

)
, that is:

Q(2,2)→(1,2) = P
(

min
((

Tµd, Tµb

)
, Tµb

)
> Tµn

)
�
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However, for any arbitrary value of time t,

P
(

min
((

Tµd, Tµb

)
, Tµb

)
> t
)

= P
(((

Tµd, Tµd

)
> t
)
∩
(
Tµn > t

))
= P

((
Tµd, Tµd

)
> t
)
· P
(
Tµn > t

)
=
(

1− F
(

Tµd, Tµd

))
·
(
1− F

(
Tµn
))

.

According to our initial considerations and based on the typical queueing theory
assumptions, arrival and service times follow the respective exponential distributions
f (t) = ae−at and F(t) = 1− e−at, where a is the mean service or arrival rate. Hence,

P
(

min
((

Tµd, Tµb

)
, Tµb

)
> t
)
= e−(2µd+µb)·t · e−µb ·t = e−(2µd+µb+µb)·t

Since Tµn follows exponential distribution with mean rate 2µn in state (2,2), then

Q(2,2)→(1,2) =
∫ ∞

0
2µn · e−2µn ·t · e−(2µd+µb+µb)·tdt =

2µn

2µn + 2µd + µb + µb

Additionally, the Lemma has been proven.
Based on this proof, all other transition probabilities can be calculated in the same way.
Figures 4–6 feature further in-depth calculations:

Pi,j = Tyout/(i,1)→(i,j) · Pi,1 + Tyout/(i,2)→(i,j) · Pi,2 I.
+Tyout/(1,j)→(i,j) · P1,j + Tyout/(2,j)→(i,j) · I + . . . + SYin→i,j ·Yin

A more compact way to represent the calculation of Pi,j is the use of a matrix represen-
tation technique, developed by Chen and Huaichen [15], which can replace the well-known
Mason’s rule when many repetitive calculations must be executed.

P = Tyout · P + S ·Yin ⇔W = P/Yin = inv
(

I − Tyout
)
· S

where W is an N × 1 matrix with N states in the Markoff state model and S an N × 1 matrix
declaring the transition probability from Yin into any possible system state.
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2.3. No Buffer Queue for Pre-Empted q-Type Services

If the queue length is zero (typical examples where in specific protocol payers there is
not any buffer available) then the model is simplified as shown in Figure 7. Pre-emption
probability of an already existing class q service into the system equals at least the sum
of products P

i,j|
i + j = C

i 6= C

with the transition probability b
(i,j)|

i + j = C
i 6= C

. The transition

probability b
(i,j)|

i + j = C
i 6= C

is defined as Q(i,j)→(i+1,j−1), that is the probability that the system

goes over from state (i, j)|i + j = C to state (i + 1, j− 1)|i + j = C . This could happen only
if the arrival time of p requests (Tλn, Tλh) is less than the class q serving time

(
Tµd

)
and

less than the class p serving time
(
Tµn
)

in state (i, j), that is,

Q(i,j)→(i+1,j−1) = P
(

min
((

Tµd, Tµb

)
, Tµb

)
> Tµn

)
(6)

Following the same technique as in (5),

Q(i,j)→(i+1,j−1) = b
(i,j)|

i + j = C
i 6= C

=
λn + λh

λn + λh + iµn + jµd
(7)

Therefore, the blocking probability of the class q connection previously being served,
in the case of a model without queue, is calculated to be

PB|Q=0 =
n

∑
j=1

C−j

∑
i=0

b(i, j) · Pi,j
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together with the obvious restrictions(
0 ≤

C−1

∑
i=0

b(i, C− i) · Pi,C−i ≤ PB|Q=0

)
∪
(

C−1

∑
i=0

λn + λh
λn + λh + iµn + (C− i)µd

· Pi,C−i ≤ PB|Q=0

)

The blocking probability for a pre-empted class q connection in a system without
queue is provided by

PB,pre−empted|Q=0 =
C−1

∑
i=0

λn + λh
λn + λh + iµn + (C− i)µd

· Pi,C−i. (8)Information 2023, 14, x FOR PEER REVIEW  11  of  19 
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Considering these bounds, recalling Equation (4), it can be rewritten as

0 ≤ PB|Q 6=0 ≤
C−1
∑

i=0
b(i, C− i + 1) · PQ+i,n−i

∣∣∣∣ i f Q + i > n
Q + i = n

+
C
∑

i=1

Q−1
∑

q = 0
q ≤ i

b(i, C− i) ·
(

1− Tyout/(i,n−i+q)

)
Pi,n−i+q

where b
(i,j)|

i + j = C
i 6= C

is the maximum transition probability when the system has all chan-

nels occupied, whereas in all others states the case is b
(i,j)|

i + j ≤ C
i 6= C

≤ b
(i,j)|

i + j = C
i 6= C

. So,
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the blocking probability for a pre-empted packet in a system with queue implementation is
calculated as

PB,pre−empted|Q 6=0 =
C−1
∑

i=0
b(i, C− i + 1) · P

Q+i,n−i |
i f Q + i > n

Q + i = n

+

C
∑

i=1

Q−1
∑

q=0
q≤i

b(i, C− i) ·
(

1− Tyout/(i,n−i+q)

)
Pi,n−i+q

or

PB,pre−empted|Q 6=0 =
C−1
∑

i=0

λn+λh
λn+λh+iµn+(C−i+1)µd

· P
Q+i,n−i |

i f Q + i > n
Q + i = n

+

+
C
∑

i=1

Q−1
∑

q=0
q≤i

λn+λh
λn+λh+iµn+(C−i)µd

·
(

1− Tyout/(i,n−i+q)

)
Pi,n−i+q

(9)

The waiting time of a queued pre-empted packet is defined as the time difference
between the period of time an arbitrarily selected waiting packet spends in queue to the
time it successfully accesses a free channel. The waiting time Wschedule(i, j) can be calcu-
lated using

(
1− Tyout(i,j)

)
, which can be expressed as 1− Tyout(i,j) = Prob

{
Tµb > W(i, j)

}
.

Since Tµb is assumed to be exponentially distributed, Wschedule(i, j) can be obtained by

Wschedule(i, j) = − 1
µb

ln
(

1− Tyout(i,j)

)
. Consequently, the average scheduling waiting time

of a queued pre-empted packet can be obtained by

Wschedule =

∑n
j=1 ∑Q−1

q = 0
q ≤ j

W(j, n− j + q)Pj,n−j+q

∑n
j=1 ∑Q−1

q = 0
q ≤ j

Pj,n−j+q
. (10)

3. Transmission Waiting Time FIFO Queue

After the pre-empted IP packet enters the buffer and waits for an average Wschedule
period of time, it has to leave the pre-emption buffer and enter the MAC/Ethernet trans-
mission buffer, where other packets have already been scheduled in a FIFO sequence. In
that phase, we must calculate the average delay time a packet spends on the transmission
buffer before being transmitted over the LAN towards the EPC core.

3.1. Packet Segmentation Analysis

The 5G, and subsequently forthcoming 6G, packet transmission in Layer 2 Radio
protocol stack (i.e., PDCP, RLC, MAC protocols) is based on IP packet formation [24,25].
According to 3GPP TS 36.321 standards, the packets to be transmitted all the way down
from PDCP to the RLC and MAC layers are controlled by the MAC scheduler decision on
the UE’s radio link quality. The MAC layer will inform RLC about the requested packet
length (in bits) and the RLC will accommodate the PDCP IP packets from the proper buffer
and apply segmentation functionality to fit them into the MAC request. As a general
justified service statement, the average number of TCP/UDP IP bits per packet, MI, is
considered for most applications to be 1500 bytes. Relying on 3GPP MAC layer uplink
mapping, dMI/Mmace could be estimated considering also that MAC payload carried in
one slot during an uplink RB and scheduled in a Time Transmission Interval (TTI) will
vary depending on the coding and modulation scheme selected from the Link Adaptation
algorithm. The corresponding data rate at the MAC layer is defined precisely by 3GPP.

Let us consider then a TCP/UDP IP packet of MI variable bits per packet that is
framed in such a way that the resulting MAC packets of variable length Mmac (bits per
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packet) contain a fixed number of Moverhead bits per packet [24]. In such a model, then,
one MI packet will be segmented into MI/Mmac number of MAC packets. Considering
that this division will rarely allocate an integer number, then one extra MAC packet will
be needed in most of the cases to accommodate the remaining bits out of the division.
The total number of transmitted bits then will be MI + dMI/MmaceMover, where the factor
dMI/MmaceMover indicates the overhead created by the MAC layer for the MI size TCP/UDP
IP packet transmission. Considering ideal radio channel conditions (no retransmissions),
the expected whole TCP/UDP IP packet transmission time is

Tdelay =
MI +

⌈
MI

Mmac

⌉
·Mover

M · N · nTTI
Ts + nTs (11)

where nTTI is the number of transmitted bits per scheduled block (TTI duration varies
accordingly in the discrete time domain range of (1 ms, 0.5 ms, 0.25 ms, 0.125 ms) based on
the sub-carrier spacing (SCS) of the network configuration and bounded in the frequency
domain in the fixed bandwidth of 180 kHz) which depends on the Link Adaptation Mod-
ulation Scheme, N is the average allocated number of 180 kHz radio block (RB) units of
bandwidth per TTI considering also the constraint that 0 ≤ N ≤ BW where BW is the
allocated configured bandwidth during cell planning (minimum 5 MHz up to maximum
100 MHz for sub6 GHZ or 400 MHz for mmW) and M is the number of antenna ports (in the
case of MIMO implementation). In this analysis, then, and for average N 180 kHz-allocated
RB, it is considered that (N ··· nTTI) bits out of the total are transmitted simultaneously in
a TTI scheduled interval. If spatial multiplexing (SMUX) of M ×M in a typical massive
MIMO (mMIMO) solution is also considered, then (M · · · N · · · nTTI) bits are expected to
be transmitted simultaneously in a scheduled TTI interval. Finally, (n · · · T) is the average
non-scheduled period of time for the service, where n is an integer value to indicate the
average number of slots (Time Transmission Intervals) that one MAC service packet is not
scheduled by the scheduler in a total scheduling period T. Remember that n for downlink
scheduling decisions depends mainly on the QoS Guaranteed Bit Rate (average) GBR
parameter, on Channel Quality Index CQI measurement report, and also on UE transmitter
mean-packet waiting time on the buffer.

The average transmission delay is expected to be increased due to MAC HARQ retrans-
mission functionality [25]. MAC retransmissions are created (up to a maximum configured
number known as maxHARQretransmit) when errors are present and detected in the CRC
error detection decoding procedure in the received packets and the total resulting BER
is higher than a threshold based on the QoS profile of the supported service [14]. In this
analysis the corrupted packets are considered to be uncorrelated (a very good and well jus-
tified approximation considering radio channels with short time and frequency coherency
response), hence if one received MAC transport block packet is found to be faulty based on
BLER and retransmission is requested, the next received MAC transport block packet could
either be found faulty or not, without any prior memory of the previously transmitted
MAC packet. Assuming that each MAC packet can be retransmitted v times at most, and
the average number of retransmissions is nmac, TCP/IP packet transmission delay time is
recalculated as [24]

Tretr
delay =

(1 + nmac)MI + (1 + nmac)

⌈
MI

Mmac

⌉
·Mover

M · N · nTTI
Ts + nTs (12)
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where the average number of retransmissions nmac is a function of the MAC packet error
rate and it is calculated as [24]

nmac =
1−
(

1−(1−pb)
Mmac

)v

(1−pb)
Mmac =

=
1−
(

1−(1−pb)
Mmac

)
(1−pb)

Mmac

τmax−nTs
Ts

(13)

where pb is the average bit error probability of the MAC bits which further depends on
the channel conditions (i.e., CQI reports and SINR planned area) and is necessary for the
computation of the average number of retransmissions nmac.

3.2. Packet Transmission Analysis

We do consider a generalized queue system with one single server, m channels (re-
sources) in parallel [26], finite queue transmission length, Poisson λ process arrivals, and
independent and uniform service time µ0 distributed on [0, s], s > 0. Transit time effects
are ignored in this analysis, and the reasoning behind uniform distributed service time
is the really small scheduling delay for every IP MAC packet in the queue, following the
strict requirements on 5G transmission, Pbit priority scheduling delays, and performing
average uniform service time distribution. For equilibrium in the queueing solution, we do
suppose that m > λ. Define Πn, the probability of existing specifically n IP MAC packets
in both queue and service at a given time, τ, and pn the probability that no more than n
packets exists in the model at a given time τ. Further in our analysis the probability in the
unit of time specifically zero packets exist in the queue and m packets in service Π0 could
be calculated as the intersection of (the probability pm that no more than zero packets exist
in the queue as long as m packets exist in the server at the beginning of unit of time) and
(the probability (Poisson distribution) of zero arrivals during the considered time interval),
that is,

Π0 = pm ∩ e−λ = pm · e−λ. (14)

Along the same lines, the probability that specifically one packets exists in the queue
Π1 at the unit of time can be calculated as the union of (the intersection of (the probability
pm that no more than zero packets exist in the model as long as m packets exist in the server
at the beginning of unit of time) and (the probability (Poisson distribution) of one arrival
during that interval τ = 1/µ0)) and (intersection of (the probability Πm+1 that exactly one
packet exists in the queue and m packets are in service at the beginning of unit of time) and
(the probability (Poisson distribution) of zero arrivals during that interval)):

Π1 =
(

pm ∩ λe−λ
)
∪
(

Πm+1 ∩ e−λ
)
= pm · λe−λ + Πm+1 · e−λ. (15)

Considering the general case, the overall probability that specifically n packets exist in
the system Πn at the unit of time equals

Πn = pm · λn

n! e−λ +
n
∑

k=1
Πm+k · λn−k

(n−k)! e
−λ

= pm · λn

n! e−λ +
n
∑

k=0
Πm+k · λn−k

(n−k)! e
−λ −Πm · λn

n! e−λ.
(16)

To calculate, then, the probability Πn in the above general formula, we proceed with
Laurent series expansion as follows:

∞

∑
n=0

Πnzn =
∞

∑
n=0

(
pm ·

λn

n!
e−λ

)
zn +

∞

∑
n=0

(
n

∑
k=0

Πm+k ·
λn−k

(n− k)!
e−λ

)
zn −

∞

∑
n=0

Πm ·
λn

n!
e−λzn (17)
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∞

∑
n=0

Πnzn = pme−λ
∞

∑
n=0

(λz)n

n!
+ e−λ

∞

∑
n=0

(
n

∑
k=0

Πm+k ·
(λz)nλ−k

(n− k)!

)
−Πme−λ

∞

∑
n=0

(λz)n

n!
. (18)

Following the summations and after appropriate mathematical calculations we sim-
plify (18) into

Π(z) = (pm −Πm)eλ(z−1) + e−λ
∞
∑

n=0

Πm(λz)n

n! + e−λ
∞
∑

n=0

Πm+1(λz)n

λ·(n−1)! + . . . + e−λ
∞
∑

n=0

Πm+n(λz)n

λn

= Πm(z)−pmzm

1−zmeλ(1−z) .
(19)

where using Laurent power series definition we define the generating function Π(z) =

∑∞
n=0 Πnzn and by definition of finite Laurent series Πm(z) =

m
∑

n=0
Πnzn. Since 0 ≤ Πn ≤ 1,

complex function Π(z) is a regular function bounded into the unit circle on the complex
space |z| ≤ 1. Numerator Πm(z)− pmzm consists of two polynomials of mth order. Both
Πm(z) and pmzm are analytical functions inside the simple curve |z| ≤ 1 and also bounded
into the unit circle on the complex space |z| ≤ 1. Since |pmzm| ≤ |Πm(z)| on |z| ≤ 1, then
both have same number of zeroes inside |z| ≤ 1, and since they are polynomials of mth
order they have m zeroes inside, |z| ≤ 1, denoted as z1, z2, . . . , zm, respectively, leading into
a closed-form function of Π(z) which can be written as

Π(z) =
A(z− z1)(z− z2) · · · (z− zm)

1− zmeλ(1−z)
=

A(z− z1)(z− z2) · · · (z− zm−1) · (z− 1)
1− zmeλ(1−z)

. (20)

Since z = 1 is one of the roots, the numerator is

lim
z→1

(Πm(z)− pmzm) = lim
z→1

(
m

∑
n=0

Πnzn − pmzm

)
=

m

∑
n=0

Πn − pm = 0. (21)

Furthermore, in (20) factor A is a constant calculated from the total probability condition

lim
z→1

Π(z) = lim
z→1

∞

∑
n=0

Πnzn =
∞

∑
n=0

Πn = 1 (22)

lim
z→1

Π(z) = lim
z→1

A(z− z1) · · · (z− zm−1)(z− 1)
1− zmeλ(1−z)

= lim
z→1

A(z− z1) · · · (z− zm−1)(z− 1)
1− zmeλ(1−z)

= 1

⇒ A = λ−m
(1−z1)(1−z2)···(1−zm−1)

.
(23)

Finally, using the Laurent series

Π(z) =
(λ−m)(z− z1)(z− z2) · · · (z− zm)

(1− z1)(1− z2) · · · (1− zm−1)
[
1− zmeλ(1−z)

] ⇒
∞
∑

n=0
Πnzn =

(λ−m)(z− z1)(z− z2) · · · (z− zm)

(1− z1)(1− z2) · · · (1− zm−1)
[
1− zmeλ(1−z)

] .
(24)

The expansion of the right part of the previous equation into the Laurent series around
z = 0 is essential in order to calculate Πn. By Πn, n = 0, 1, 2 . . . n, we assign the coefficients
of zn after the expansion is performed. Considering the case of m = 1 (MAC/Ethernet
transmission scheduler considers each packet as a unique service input), the numerator is
simplified into a first-order polynomial with one single real root.

(Πm(z)− pmzm)|m=1 = 0⇒
(

1
∑

n=0
Πnzn −

1
∑

n=0
Πmz

)∣∣∣∣
m=1

= 0

⇒ (Π0 + Π1z−Π0z−Π1z) = 0⇒ z = 1, Π0 6= 0.
(25)
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The polynomial expansion coefficients, after expanding the polynomial into Laurent
series around z = 0, become

Π(z) =
∞
∑

n=0
Πnzn = (λ−1)(z−1)

1−zeλ(1−z) =

=
(

1− λ
µ

)
+
(

λ
µ − 1

)(
1− e

λ
µ

)
z +

(
λ
µ − 1

)(
e

λ
µ

(
λ
µ − 1

)
− e2 λ

µ

)
z2 + . . .

(26)

From the expansion, the general term is calculated

Πn =

(
1− λ

µ

) n

∑
k=1

(−1)n−kek λ
µ


(

k λ
µ

)n−k

(n− k)!


+

(
1− λ

µ

) n

∑
k=1
k 6=n

(−1)n−kek λ
µ


(

k λ
µ

)n−k−1

(n− k− 1)!


 (27)

Additionally, average expected packet buffer delay is calculated as

Wbu f f er =
∞
∑

n=1
nΠn =

∞
∑

n=1
n

[(
1− λ

µ

) n
∑

k=1

{
(−1)n−kek λ

µ

[ (
k λ

µ

)n−k

(n−k)!

]}]
+

+
∞
∑

n=1
n


(

1− λ
µ

) n
∑

k = 1
k 6= n

{
(−1)n−kek λ

µ

[ (
k λ

µ

)n−k−1

(n−k−1)!

]}
(28)

Finally, the total pre-empted packet transmission delay equals

Wpre−empted = Wschedule + Tretr
delay + Wbu f f er. (29)

The total prioritized packet transmission delay equals

Wprio = Tretr
delay + Wbu f f er. (30)

4. Conclusions

The findings presented in this work touch upon topics that have been certainly dis-
cussed with relation to 5G resilience [27]. Our contribution relies in the direct calculation
of delay as a sum of two discrete components based on different conditions during the
transmission of TCP/IP packets, a novel feature in the literature. The applicability of
this innovative scheme ranges in many of the current 5G paradigms such as smart health
systems [28], services oriented towards smart cities [29], the implementation of remote
digital control for Industry 4.0 [30], and the Internet-of-Ships [31]. These use cases require
specific constraints in terms of average packet delay as per URLLC [32], while demanding
cloud-based architectures [33].

The strict preservation of URLLC requirements as well as the restriction (upper-bound)
of transmission delay, even when URLLC requirements do not apply, is a fundamental pilar
of QoS [34–38], as per ITU specifications [39–41]. The satisfaction of such QoS provisions
is not merely desired from a technical standpoint, but also from the perspective of user
experience, as show in [42], assessing the QoE on the basis of 5G-enabled broadband
services with an upper-bound on latency.

All such provisions and requirements are certain to be even stricter within the context
of Beyond-5G/6G designation [43], with the shift towards higher spectrum (i.e., mmW
bands) and therefore more available bandwidth for ultra-wideband beamforming and
higher-order modulation [44]. Therefore, our contribution aspires to address challenges
not only within present-day microwave-driven 5G, but also for the upcoming challenges of
the mm-wave/THz and beyond bands.



Information 2023, 14, 175 16 of 18

Some future extension to our contribution might be the comparison of our QoS ap-
proach with the proposed general methodology and model in the excellent book chapter
in [45]. This might be useful in order to evaluate different QoSs and queue metrics and
try to enhance the overall modeling. Moreover, in addition to our static analysis of pre-
configured QoS settings in the network, a dynamic QoS configuration could be another
interesting approach, especially in the evolving cloud-based RAN architectures. This dy-
namic QoS configuration has been proposed in [45] through dynamic queue management
that implies the ability to dynamically change queues’ parameter configurations according
to the requirements specified through the slice orchestration on the application layer. How-
ever, what is missing is the analysis of different queues on different parts of the network
infrastructure, as has been proposed and tackled in our contribution.
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