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Abstract: Various software engineering paradigms and real-time projects have proved that software
testing is the most critical and highly important phase in the SDLC. In general, software testing takes
approximately 40–60% of the total effort and time involved in project development. Generating test
cases is the most important process in software testing. There are many techniques involved in the
automatic generation of these test cases which aim to find a smaller group of cases that could allow
for an adequacy level to be achieved which will hence reduce the effort and cost involved in software
testing. In the structural testing of a product, the auto-generation of test cases that are path focused in
an efficient manner is a challenging process. These are often considered optimization problems and
hence search-based methods such as genetic algorithm (GA) and swarm optimizations have been
proposed to handle this issue. The significance of the study is to address the optimization problem of
automatic test case generation in search-based software engineering. The proposed methodology aims
to close the gap of genetic algorithms acquiring local minimum due to poor diversity. Here, dynamic
adjustment of cross-over and mutation rate is achieved by calculating the individual measure of
similarity and fitness and searching for the more global optimum. The proposed method is applied
and experimented on a benchmark of five industrial projects. The results of the experiments have
confirmed the efficiency of generating test cases that have optimum path coverage.

Keywords: SDLC; software testing; genetic algorithm; test cases; mutation and cross-over

1. Introduction

Software systems have been expanded in many sections of our life such as transporta-
tion, health, and media. Software reliability is very important and software testing is a way
for verifying the right to work of a software system. Software testing is the most expensive
process and also time-consuming in the entire SDLC. The users accept a software product
only after the same has undergone all levels of testing [1–3]. The effectiveness of software
testing is mainly the verification and validation of the product and is dependent on the
maximum errors found and rectified before the release of a product. This activity in turn
is dependent on the test case’s quality. Test case generation is an important thing to be
completed in a testing life cycle. As a measure to cut down costs, many methods have
been attempted for automating the process of test case generation which has produced
good results in dynamic testing. Automatic software testing is a widely studied area in
search-based software engineering (SBSE). Search-based methods have been the focus of
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research in automating the process of test case generations for achieving control flow over
the structure. Automated test data generation is a persistent problem in achieving adequate
control flow dependencies in a program [4]. An important goal of auto-test generation
includes the creation of multi-level test data which would ensure a robust product with
quality through proper checking of code paths [5]. One of the key tasks in testing is the
generation of data for testing which satisfies a given adequate criteria and the best example
is white box testing [6]. In search-based techniques, the coordination between the parameter
setting and the performance of optimization is complicated and has less understanding [7].
With certain coverage conditions given, the challenge of test case generation lies in search-
ing for a dataset that leads to maximum coverage when it is given as input to the program
under testing. Although automated testing gives more efficiency in the SD, there are more
complicated problems associated with it. There is no generalization of the testing scripts
across multiple applications and can easily create many challenges for the application [8].
Many model-based testing has been developed where the test cases are handwritten by
humans and only the execution has been automated in the entire process. Further, the
auto-test script generation is found to be capable of identifying defects based on the paths,
and often the assertions are coded explicitly over the script.

As a consequence, the present approaches do not provide a complete automatic
test case generation and there is a substantial manual process needed. Metaheuristic
algorithms such as genetic algorithms are more used in the optimization problems of
software engineering. These use a global searching phenomenon and are easily applicable
to many optimization issues. The generation of software test cases is also an optimization
problem where the objective is that the effort should be in a minimum order and the number
of errors identified should be maximum [9]. The difficulty in identifying the controlled
path has a consequence of stagnation during experiments. This stagnation in turn causes a
delay in the overall process. Hence, additional data have to be made used for generating
auto test cases and hence increases the data cost [10]. The search-based techniques are
found to have an issue in achieving global optimum [11]. This manuscript proposes an
adaptive genetic algorithm for the auto test case generation where the population is diverse.
The aim of the study is to bring in a technical contribution to address the issue of path
generation in structural program testing. The work proposes an adaptive genetic algorithm
for automatic test case generation that maintains population diversity. The significant
contribution of the study is that the proposed method addresses the issue of cross-over
and mutation by dynamically adjusting them based on the variations among individual
and fitness value similarities. This enhances the search exploration to achieve more global
optimum. The proposed methodology addresses structural path testing, and future research
is aimed to extend the model for non-structural path testing. A dynamic adjustment on the
cross-over and mutation rate is completed in line with the variations in the similarity of
individuals and the fitness functions that increase the searching options of obtaining the
global optimum.

The rest of the manuscript is structured as: Section 2 gives the gist of the related works
carried out on the genetic algorithm-based methods for automatic test case generation.
Section 3 describes the problem considered and Section 4 deals with the proposed method-
ology in detail. Section 5 elaborates on the experimental analysis and results discussion.
Section 6 gives the conclusion with future research directions.

2. Related Works

A range of methods have been proposed in the literature for addressing the issue
of auto-test case generations and the most effective method was found to be the use
of metaheuristic algorithms [12–14]. When this technique is applied for the automatic
generation of test cases, the information on the feedback that concerns the tested program
is used for determining whether the data included for the test meets the requirements. The
mechanism of feedback gradually makes adjustments to the test data till the requirements
are met. These methods have led to substantial research growth in the recent past. A
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FU_B method [15,16] was proposed where the software cases are generated based on an
annealing GA that is simulated. A technique for an optimized test case generation by
making use of the tabula and clustering methods was introduced in [17–19]. Among many
of the methods proposed, genetic algorithms are widely adopted. The process of auto-test
case generation was looked at as an NP problem [20]. The primary focus here was to
make a choice on the appropriate test cases in an automated manner. In order for the test
cases to be generated, there are many algorithms proposed based on the inspiration from
nature [21,22]. These algorithms help in generating appropriate test cases. The automatic
test cases were generated using the GA and analysis of mutation was performed in [23–26].

The US-RDG [27,28] was proposed where the focus was on the grey box testing. The
proposed method combines the session information of the user and obtains a request
dependence graph(RDG) of the application being tested. Genetic algorithms are then used
for the auto-generation of test cases. The proposed method was simulated, and the results
prove that it has better impacts than the conventional session-based testing approaches. The
coverage of the path and the rate at which the faults were detected were high within a small
suite of test beds. An EGA (evolutionary genetic algorithm) [29] was proposed which made
use of the simulated and annealing-motivated approach for the auto-generation of test
cases is introduced. The fitness function of the target is brought by the instrumentation of
the program with the aid of the branch distance method and GA is used for the generation
of test cases. Experiments were conducted and comparisons with other state-of-the-art
methods are carried out in terms of the total count of generations that were needed for
reaching the target and the time consumed for generating the test cases.

A novel method using GA and mutation optimization was proposed in [30]. The
proposed method intends to generate test cases automatically by the combination of random
search and conscious refinement. All of the test cases are generated in a random manner
initially and then the set of required cases is filtered using the GA. In order to measure
the sufficiency of the number of test cases to be generated, the scores were assigned to
mutation based on the analysis. The experiment was carried out in a C program module
and the results obtained achieved 100% coverage in both branches and boundaries. An
evolutionary structure-based GA was proposed in [31,32] for test case generation such that
there is a high level of coverage in code is completed by a minimum number of test cases.

In the literature, it has been seen that many parameters are involved in determining
the performance of a genetic algorithm which include cross-over and mutation. These
parameters are vital for determining how the search space is exploited. Improper parame-
terization stops the algorithm to discover solutions of high quality as these parameters have
a large influence on performance. An unfortunate fact here is in general, the algorithms are
configured by the practitioner who is not likely to be an expert in search-based solutions.
The major gap in the literature is that only very few studies have been carried out to address
the issue of genetic algorithms falling in local optimum due to less diversity. This hinders
the performance of automatic test case generation which uses genetic algorithms.

Problem Definition

In the modern era of software engineering, many research works have acknowledged
the effective performance of genetic algorithms in test case generation. The performance of
GAs in most of the cases directly depends on the parameters which include cross-over rate
PC and mutation rate Pm [33,34]. These parameters decide how the given space of search is
exploited and when the parameters are defined poorly, solution discovery becomes more
complicated as the parameter values are directly responsible for the performance of an
algorithm [35,36]. Practically, the choice of an algorithm is left to the practitioner who often
does not have expertise in search-based methods. In addition, the GA’s population might
come to local optimum owing to the substantial decline in the diversity in a later part which
stops the auto-test case generations using genetic methods. In order to overcome this issue,
this work introduces an adaptive genetic algorithm that can adjust the rate of cross-over
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and mutation in a dynamic manner in the course of optimization through the effective
maintenance of a diverse population.

3. Proposed Methodology

The proposed framework takes the genetic algorithm as a base. These are widely used
metaheuristic algorithms in search-based software engineering (SBSE) [37]. The core issue
in these cases is how the collaborative performance of the GA is ensured in the process of
testing. The proposed framework is shown in Figure 1.
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Figure 1. Proposed AGA framework.

The proposed framework as seen in the figure is seen from two perspectives. The first
is in terms of PUT (program under test) analysis and the second is in terms of population
initialization. The following section explains the proposed framework.

3.1. PUT Analysis

The PUT analysis compartment in the proposed method has different components
which are summarized here.

3.1.1. Fitness Function

Path-oriented methods are largely used in automatic test case generation as it is cost-
effective. Here, the model converts the global objectives into small local objectives which
can traverse through one target path across multiple branches of the program. As it is an
optimization problem, the design of the fitness function is required which is completed by
this block.

3.1.2. Instrument PUT

In order for the proposed model to understand what is being completed in a program,
the instrumentation block collects the coverage of data without affecting the underlying
logic of the program. The instrumentation is performed here using the beta version of the
real-time application.
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3.1.3. UI Extraction

This block is used to exhibit possible test cases of the program under test. The results from
UI extraction are the success and failure scenarios of the GUI test. In the proposed method, UI
extraction is performed for all the programs under tests taken from different industries.

Perform PUT: The outcomes of instrumentation and UI extraction are modeled and
fed as input to the actual performer, i.e., using the parser.

3.1.4. Coverage

The individual paths that are decoded then enter as input to the drive and collect back
the appropriate information on coverage. The test cases that are generated then realize
when the coverage is complete for a scenario and in that GA component, it records the
complete information on the coverage of individual path testing nodes. For example, if
a particular path is set as a target, the optimal solution will be obtained at the end of
the program.

The working explanation for the block B of the architecture proposed is explained in
the following Section 3.3.

In general, from the testing perspective, the process has a couple of important com-
ponents, a parser, and a test driver. The former is responsible for performing analysis
on the lexical and syntax of the code for the adaptive function. The proposed method
addresses both of them. The latter is used to input the parameters to the application that is
under testing. From the GA’s perspective, feedback is used based on the value of fitness for
guiding the update of a population which focuses on genetic operations such asselection,
mutations, and cross-over for decoding the formal into original parameters. It enables us to
learn about the superiority of solution vectors with the help of the driver. The following
section provides more information.

The fundamental flow of the algorithm is as shown: The following actions are to be
performed at the initial level based on the program to be tested in terms of statistical analysis.

1. The information from the interface is to be extracted.
2. The instrumentation formulation corresponds to the structural components of the

program with pre-determined test adequacy condition C.
3. Formulation of the fitness function as per condition C.

The parameters chosen as the input are then to be coded inside the unique vector
genes. In parallel, the population denoted by P(t) which is the rth generation inside
the population P, is then initialized in association with the cross-over rate denoted by PC
and the rate of mutation given as Pm and time t is initialized as 0. Then, the individuals
thatare decoded are entered as the input parameter for driving the program under tests
and for collecting the concerned information of the coverage. The value of fitness for every
individual is then calculated for obtaining the P(t) by making use of the input parameters
that are associated with the information on the coverage. Last, the P(t) is modified by
making use of pre-defined operators such as selection, mutation, and cross-over till the
point of termination is satisfied. In the framework proposed, the stopping criteria are set
based on acouple of situations that are expected in general.

1. When the evolution reaches a maximum, i.e., MAXGEN.
2. When the test case generated realizes the throughout coverage on the target that covers

all the elements.

From the testing point of view, the proposed process has a couple of important
components namely the parser which is static, and the test driver.The former takes up the
responsibility of program analysis based on the semantics and lexically. This is performedto
design the instrument and the adaptive fitness function. The latter is mainly supposed to
do the job of entering the parameters inside the application that is subjected to test and
collect all the information on the coverage and thereafter calculate the fitness. Fromthe GA
point of view, feedback is used as per the fitness for guiding the updated population. The
formal description of the parameters is decoded into actual ones by keeping the focus on
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general operators of GA such as the selection, cross-over, and mutation. The test drivers
hencehelp in learning the superiority of the solution’s vector.

3.2. Computing Fitness Function

The path-focused techniques are largely adopted in testing the program structures as
these are proven cost-effective [38]. These methods require the execution of a given path
based on the control flow. The test data generator module in the proposed method helps in
breaking down the global minimum into different partial minimums that consist of dealing
with a single target path with numerous branches in a program. The problem of generating
test cases with genetic methods can be considered a problem of optimization [39] where
the test data generation has to cover the complete path and designing the fitness function is
very important to solve the same. In order to cover separate branches. The fitness function
is formulated as a function F(x, t) R which takes up a target “t” as a path with an input “x”
where x takes the values as in {x1, x2, x3, . . . . xlength} represented as vectors belonging
to the input of the function, which is under test with the domain Dmn of the inputs xn
denoting the set of all possible values which xn is capable of holding.

As a fact, the fitness function computation gets involved with couple of components
called the Applevel and the Branchdist [40]. The level of approach is made used for the
assessment of the path followed by the given in put in line with the targeted branch for
calculating the control dependencies which are not executed through the path. Figure 2
shows the control graph generated of the program under study. Consider that ith individual
of xi over the P(xi) and the path of the target is denoted by P(TARGET).
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The level of approach for calculating the fitness function is given in the Equation (1).

Applevel(xi) =
∝
(
xj
)

| P(Objective)| (1)

In the above equation, ∝ (xj) denotes the count of the nodes that are untraversed
in the path P(xi) in line to the target P(TARGET) and the modulus function gives the nu-
merical value of the count of nodes for the structural path which is set as target when
the given input is xi for executing the program to be tested. For instance, suppose
that P(TARGET) = “S→1,2,3,4,5,6,8,16→E” and P(xi)→1,2,3,4,5,7,9,10,11,12,13,14,15,16→E,
then the level of approach can be computed as in Equation (2).

Applevel(xi) =
∝ (xj)

| (target)| =
3
9

(2)
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As far as the Branchdist is considered for the calculation of fitness, the Korel and Tray’s
method [41] are used. Consider a scenario where the teat case execution gets diverged
from the branch, which is set as the target, the Branchdist expresses as how far the input
satisfies the predicate’s constraint set at which the test case flow went “wrong”. In other
words, it defines as how close the given input was climbing down to the next level of
approach. Some of the basic Branchdist functions are shown in Table 1. Here, Q represents a
positive integer in such a way that an objective function is always returning a value that is
smaller than 0 if at all the predicate computation is false. The maximum Branchdist is not
pre-determined and hence the conventional approach for normalization is not applicable.
Instead, a normalized Branchdist as in the Equation (3) is used.

NORM(Branchdist) = 1− 0.001−Branchdist (3)

Table 1. BDF for branch predicates.

S.No Predicate of Branch BDF f(branch)i

1 m = n If |m − n| = 0 then 0 else |a − b| + Q

2 m! = n If |m − n| 6. 0 then 0 else Q

3 m < n If m − n < 0 then 0 else (a − b) + Q

4 m ≤ n If m − n_ 0 then 0 else (a − b) + Q

5 m > n If n − m < 0 then 0 else (b − a) + Q

6 m ≥ n If m − n_ 0 then 0 else (b − a) + Q

7 mηn i(a) + i(b)

8 mUn MIN (i(m), i(n))

9 !m NEGATION of A

10 BOOL 0 if true else Q

The fitness F(y, t) can be computed as in Equation (4) for the complete program under
testing and are calculated by the Applevel and by applying normalization as per Table 1.

Table 1 describes some of the branch distant functions. Here, the K represent the
positive integer in a way that the objective function shall return a non-zero value when
the predicate is not true. As the maximum distance of the branch is not usually known,
the normalization cannot be applied in a standard way and hence it is completed through
Equation (2).

Fitness(y, t) =
1

∆ + Applevel(y, t) + ∑ w(i).Norm( f (branch)i)
(4)

The fitness function F (y, t) is then assigned for each of the chromosome x on the
path “t”. Here, s denotes the total branch count in the path which is set as the target. w(i)
gives the weight on each branch and ∆ is the constant which takes the value of 0.01 in the
proposed experiment. In general, the difficulty lies in reaching every individual and varies
among different branches which need the weights to be initialized differently on them. As
a thumb rule, the degree of nesting (Dn) is greater. The difficulty in arriving at the branch is
also great. For this, the weights of the branches need to be increased. The degree of nesting
of a particular branch Dbchi {1− i− s} can be calculated using the statistical analysis of
the program.

The fitness function is then assigned to every chromosome, i.e., the individual input (x)
of the path which is taken as the target. Here, S denotes the total count of the branches in the
target and W denotes the branch weight. The level of difficulty in reaching the individual
varies between branches. Hence, the weights are to be set differently. Normally, the larger
degree of nesting of a branch tends to a greater degree of difficulty to reach the branch
which results in a condition to increase the weight. The degree of nesting is calculated
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through static program analysis. The maximum degree of nesting is denoted as ndMAX and
the minimum as ndMIN. The nesting weight is then calculated using Equation (4).

zi =
ndi − ndlm + 1

ndMAX − ndlm + 1
(5)

Figure 2 depicts the sample control flow graph of a program that classifies the four
times of a triangle.

Initial Parameter Setting

The parameter configuration is completed in various methods in software engineering
either by fine-tuning before the optimization or dynamically adjusting during the run time.
The latter method is adopted here as it has more effect than fine-tuning as the adaptive
theory does not have a predefined schedule and also does not extend those solutions. The
proposed method used the population diversity method for designing the AGA operators
by dynamic adjustments. In order to address the issue of pre-mature convergence, the
Hamming method is used to define the parameters.

3.3. Adjustment of the Parameters

There exists two different ways in which the parameters can be adjusted in the software
engineering paradigm. The first is to tune the parameter values ahead of optimization
and the second is by adjusting the parameters dynamically during the run time. Runtime
adjustments are called controlled parameter settings and are more effective than the former
as the schedule is not predefined in the case of adaptive control and here, the size of
the solution is not extended [41]. In the proposed model, first, a divertive metric for the
population is introduced and the same is used for the design of adaptive GA operations for
the dynamical adjustment of parameters.

3.3.1. Diverse Metric of Population

The important issue in most metaheuristic algorithms is premature convergence.
Various studies have shown that there is an intact relation between premature convergence
and the lack of sufficient diversity in the population. A reasonable description of population
diversity is seen as a critical problem for most search-based algorithms. The Hamming
distance is one of the common ways to define the same, but it does not take on individual
fitness-related information into consideration [42]. A diverse metric for the population is
introduced in this paper which deals with both issues.

3.3.2. GA Parameter Design

Genetic-oriented operators are often essential for acquiring the second generation in
a given set of populations and are very crucial in the evolutionary incremental iterations.
The conventional GA that has constant values for crossover and mutation rates faces the
search stop hindrance phenomenon in a later part owing to the lack of proper diversity
over the entire population.

The conventional operators such as selection, crossover, and mutation are dynamically
adjusted for improvement in the efficiency of the algorithm. Selection operators are used
for the determination of chromosomes which are to be used as the parent in the offspring
creation which again populates the consequent generation. The choice of methods includes
the probability-based techniques and the roulette method, which are the best to use in
generic GAs. However, these suffer from drawbacks such as maintaining a constant level
of pressure inside the search space which is required to select the best individual. In the
initial iterations, the variance of the fitness is found to be usually of a high order. As the
most-fit individuals will have a higher probability of being granted greater opportunities
to become a parent owing to the high pressure in the search space. This again will lead to
the issue of premature convergence and also as in the later part of the generations as when
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the fitness between the individuals seems similar, the variance of fitness also will become
low which leads to stagnation in the searching process.

The linear method of ranking for all individuals is the method that is proposed to
handle the issue. The individuals here are ranked based on fitness and a temporary fitness
value is assigned based on the rank, instead of using the fitness value directly. A ranking
methodology with a given value Y where 1 < Y2, allows a certain value to Y for the best
individual (1.0) for the intermediate individual. The worst will be assigned the value of
2-Z. The proposed framework uses a linear method of ranking for the selection operator
where the Y is assigned a value of 1.8. The entire operation is then regulated using the
probability function of the crossover PC. The rate of crossover is defined as the guarantee
of the population being diverged. If this has a large value, the better individual’s gene that
has a high fitness value will be destroyed easily. On the other hand, if it is too small, the
search process will be slowed down. It is assumed that the parent is denoted by xi and
xj and owing to the selection, crossover, and mutation parameters the PC can be obtained
through Equation (6).

PC =

{
P (1− NORM(DPD)), f ≥ fAVG

1, f < fAVG
(6)

In order to avoid PC becoming greater than 1, the degree in which the population is
to be diverged (DPD) must be normalized. Although there are many ways to normalize,
NORMALIZEDPD = DPD

DPD+∆ where ∆ is a constant and ∆ > 0 is the method which is
adopted in the proposed method. The PC calculation brings out the fact that when the
DPD is kept low, the rate of crossover is to be increased and in parallel, the diversity in the
population is also improved. When the “f ” is lower than the fAVG, it prevents premature
convergence. The PC is set to 1 for avoiding over-optimization of the parameters in a given
solution space.

The primary purpose of the mutation is for increasing the local searching capability
of the genetic algorithms and to maintain population diversity. The same is achieved by
the bit flipping of the binary set of strings at a certain probability PM. On the one side, it is
very difficult for producing fresh individuals and the diversity of the population cannot
be assured if the rate of mutation is very small. On the other, it may also cause notable
damage to the genes leading to the degradation of search methods. Hence, an adaptive
probability for the mutation is used here based on the DPD. The same is obtained through
Equation (7).

PM =

{
P(i)(1− NORM(DPD)), f (i) ≥ fAVG
P(0), f (i) < fAVG

(7)

Here, the PM is set to a smaller value and the rate of mutation shall be changed in
an adaptive manner for maintaining the diverse population inline with the diversity of
individual’s while

f (i) < fAVG

4. Implementation

For the sake of descriptive convenience, the proposed method is abbreviated as AGA
and the pseudo-code of the same is depicted in Figure 3. The population is made to evolve
as per the AGA criteria till an optimum solution is arrived at. The stopping criteria of the
proposed method are as follows:

1. The information on the coverage is recorded on individual traversal of test paths.
When a specific path is completely covered, the optimum solution is found, and the
search is stopped.

2. As some of the test paths may be difficult for covering or left uncovered, the search
stops after reaching a given number of iterations.
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5. Results and Discussion

This section deals with the experimental analysis of the proposed AGA model when
applied for the automatic test case generation for path coverage on a benchmark and on
five industrial project codes. In order to prove the effectiveness of the proposed AGA,
conventional methods such as GA, IGA, and random search methods are taken for compar-
ison. A basic system configuration was used. The experiments were conducted to test the
efficiency of the proposed AGA. The efficiency is mapped in terms of the mean execution
(ME) for a given range of input and different sizes of POP, the execution time, the maximum
number of evaluations completed for complete traversal, and the average execution time.
The success rate is defined and calculated for the proposed method and compared with
that of other methods. It is seen that the proposed method outperforms the other methods
and also seen that the proposed method shows consistency in terms of success rate even
when the range is increased while other methods degrade in performance as the range of
POP is increased. Tables 1 and 2 depicts the same.

Table 2. Comparative analysis of performance metrics.

Experimental Setup AGA IGA GA

Range of Input Size of POP Max (gen) Mean (E) AvgTs SR% Mean (E) AvgTs SR% Mean (E) AvgTs SR%

1250 50 5000 6012.5 0.007 100 51423.0 0.051 100 101,234 0.12 100

1500 50 10,000 9254.0 0.001 100 132,445.0 0.091 100 202,456 0.26 95

11,000 200 20,000 25,940.0 0.003 100 512,378.6 0.124 90 1,041,256 0.37 80

12,500 200 40,000 83,964.5 0.012 100 195,000.5 0.254 75 1,520,045 0.41 65

110,000 300 70,000 259,084.1 0.021 95 6,151,240.6 0.354 40 4,578,945 0.68 30

Criteria for Evaluation and Parameter Adjustments

The criteria for termination are when at least a single datum is found for traversing the
path under test or if the number of total iterations in the evolution has reached the current
value. Some of the criteria for evaluations for testing the effectiveness are as under

EVAL: It is the total evaluations for an individual on every method.
T: It is the search time taken for generating the test data for every method.
SR: It is the rate of success, and it is defined as the success percentage in the generation

of test data for traversing the path to the total count of experiments carried out.
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To ensure a very small difference in the sampling of individuals, the proposed method
adopts a similar population size and the same initial level of population. The conventional
parameters such as the individual code are handled by binary codes, the selection operator
will be handled by the linear ranking method, and the single point mutation handles the
rate of mutation. The crossover and mutation rates are assigned the initial values of 0.1
and 0.9, respectively. In the proposed method, the parameter for weightage η is used for
the calculation of the degree of diversity in population—DPS is set to 0.5 for making it
convenient to compare with other methods.

1. The AGA proposed in this paper have success in generation of datum for traversing
the path under target with few evaluations on each input. For instance, when the
range of input is (250), the evaluation mean is 6012.5 which is about 12.4 times smaller
than that of the IGA and 29.2times lower than that of the GA. This is the same when
compared to that of the random approach, where the mean (E) is 115,248.6 which is
32.5 times more than the proposed AGA as shown in Table 3. The same is represented
in Figure 4.

2. As far as the searching time is considered, the average T(s) in the case of AGA is 0.0007
whereas, in the case of IGA and GA, these are 0.051 and 0.12, respectively, for the input
range [1250]. By this, we can come to the conclusion that the other methods take more
time to execute than the proposed AGA. It is also seen that the random method has
less time complexity than IGA and GA and it is due to the fact that it does not include
the time taken for the computation of fitness value and the same is given in Figure 5.

3. Although the evaluation process of the proposed AGA is similar to that of other genetic
approaches such as IGA and GA, the total count of the evaluation has substantially
reduced because of the adaptive method of adjusting the parameters which makes the
time required for searching to be minimal. This proves the efficiency of the proposed
method in optimization.

4. The success rate was found to be 100% when the range of input was kept small.
However, as the range of input reached 11,000, the SR in the case of IGA and GA is
reduced to 90% and 80%, respectively. The case is still worse when the range of input
reaches 110,000, where the proposed AGA has still 90% SR, but for the other methods,
it comes down drastically to 40% and 30%, respectively. Figures 6 and 7 represent
the same.

Table 3. Comparison of AGA and random approach.

Experimental Setup AGA Random Method

Range of Input Size of POP Max (gen) Mean (E) AvgTs SR% Mean (E) AvgTs SR%

1250 50 5000 6012.5 0.007 100 115,248.6 0.0712 100

1500 50 10,000 9254.0 0.001 100 483,268.5 0.0917 100

11,000 200 20,000 25,940.0 0.003 100 5,249,142.5 0.1024 80

12,500 200 40,000 83,964.5 0.012 100 2,200,000.0 0.2567 55

110,000 300 70,000 259,084.1 0.021 95 24,000,000.5 0.3689 35

Figures 8 and 9 depict the comparison of mean evaluation and standard deviation of
the same. It is seen that the proposed method has performed better. For further verification
of the efficiency of the proposed method, there were fiveindustrial programs chosen [25].
The traversing path is selected randomly for each of the programs. The setting of the
parameters is shown in Table 4. LOC denotes the line of code. It is arranged that in this set
of experiments, each of the methods runs 100 times. The statistical results are tabulated in
Table 5.

1. The proposed method proves effective once again in terms of the mean (E) for the
generation of path-focused data than the other methods (IGA and GA and also the
random method) for the five programs considered. Table 5 and Figures 8 and 9
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describe the same. As is seen in Figure 8, the effectiveness of the proposed AGA is
more obvious as the scale of the input is increased.

2. As the standard deviation is considered on the five industrial programs, the PG-1 has
an SD of 3012.4 which is 21.2% lesser than the 5412.5 of IGA and 25.8% lesser than
that of the 6214.8 in case of GA and 23.4% lesser than the 5064.2 of that of the random
method. This indicates that the performance and the stability of the proposed AGA
are more than the other methods taken for comparative study. The same is depicted in
Figures 10 and 11.
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Table 4. Parameter setting for the industrial trial programs.

P_ID LOC No of Target Nodes Population Max (Generations)

PG_1 95 20 100 2000

PG_2 125 20 100 2200

PG_3 445 53 100 20,000

PG_4 595 65 200 30,000

PG_5 8500 520 400 50,000
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Table 5. Mean search time and success rate comparison of industrial programs.

PG_ID

Evaluation of Various Metrics

AGA IGA GA Random

Mean T(s) SR% Mean T(s) SR% Mean T(s) SR% Mean T(s) SR%

PG_1 0.0254 100 0.0912 100 0.8915 100 0.812 100

PG_2 0.0267 100 1.2543 100 2.4651 100 1.214 74

PG_3 0.7124 100 0.4716 100 0.5412 85 0.4854 48

PG_4 1.5264 100 3.2145 92 6.5412 75 5.231 24

PG_5 2.4120 95 5.2145 84 10.1654 62 8.954 12
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Figure 11. Comparison of execution time in industrial programs in terms of the T(s) on the 5 industrial
programs considered, the proposed method doesnot bag the best in all the programs considered. As
it is seen that the PG_3 has some deviations. However, it is evident that the average T(s) is minimum
as far as when the proposed method is implemented in the industrial programs. It is also evident
from Table 6 that the SR is maintained as 100% in case of AGA till the input reaches a large LOC of
8500 whereas, in case of other methods under study, there is a constant decrease in the SR% as the
LOC is increased and it reaches 84%, 62%, and 12% as far as the IGA, GA, and random are compared
with. The graphical representation is given in Figures 10 and 11, respectively.
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Table 6. Experimental results on the industrial programs.

PG_ID

Evaluation of Various Metrics

AGA IGA GA Random

Mean SD Mean SD Mean SD Mean SD

PG_1 7425.5 3012.4 9465.2 5412.5 12,126.2 6214.8 10,121.5 5064.2

PG_2 9523.5 4124.1 16,121.8 8612.4 19,246.5 9878.5 16,254.2 8946.7

PG_3 14,652.4 7012.4 26,147.2 13,214.4 35,782.5 17,564.2 29,638.5 19,852.5

PG_4 24,689.7 12,001.2 48,123.6 24,136.7 58,162.5 27,856.3 53,219.6 27,652.2

PG_5 36,214.8 18,220.4 71,231.8 36,547.8 79,168.4 38,965.7 75,264.2 38,952.1

6. Conclusions

This paper presents a model for generating automatic test cases based on the adap-
tive learning of a genetic algorithm (AGA). The proposed method is intended to increase
the efficiency by effective maintenance of the diversity of the population under study
by introducing dynamic adjustment of crossover and mutation parameters. The experi-
ments prove that the proposed AGA is more efficient than the other variations such as
IGA and GA and alsorandom-based methods when used for path-focused testing. The
future directions are planned on the efficient design of adaptive operators and to design
methodology for identifying the best fitness automatically when the defect identification is
considered. Further enhancements are also planned in enhancing the proposed method of
non-structural testing.

Author Contributions: Conceptualization, M.R. and K.L.; Methodology R.S.; Software, M.R.; Val-
idation, L.E.S.; Formal analysis, K.L.; Investigation, L.E.S.; Writing—original draft, M.R. and K.L.;
Writing—review & editing, K.L. and R.S.; Project administration, K.L.; Funding acquisition, K.L. and
L.E.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

SDLC Software development life cycle
GA Genetic algorithm
SOSE Search based software engineering
FU_B Fuzzy union bias
NP Non-deterministic polynomial
US-RDG Unsupervised request dependence graph
EGA Evolutionary genetic algorithm
BDF Branch distance functions
BOOL Boolean
EVAL Evaluation
AGA Adaptive genetic algorithm
IGA Improved genetic algorithm
LOC Lines of code
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