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Abstract: Psychological scales play a key role in the assessment, screening, and diagnosis of latent
variables, such as emotions, mental health, and well-being. In practice, researchers need shorter scales
of psychological traits to save administration time and cost. Thus, a variety of optimization algorithms
have been proposed to abbreviate lengthy psychological scales into shorter instruments efficiently.
The main goal of this application is to form an abbreviated scale with fewer items while maintaining
reliability, relationships among the subscales, and model fit for the full scale. In this study, we use
an optimization algorithm (genetic algorithm) and a feature selection algorithm (recursive feature
elimination) to abbreviate a psychological scale automatically. Although both algorithms search
for an optimal subset of features within a large pool of features, the search mechanism underlying
each algorithm is quite different. The genetic algorithm employs a systematic but computationally-
expensive sampling process to find the optimal features, whereas recursive feature elimination
removes the least important features iteratively until a desired number of features are retained. In
this study, we use a 77-item measure of test emotions (Test Emotions Questionnaire) to demonstrate
how these algorithms can be used for scale abbreviation. We generate a 40-item short form using
each algorithm and compare the quality of the selected items against the full-length scale. The results
indicate that both methods can provide researchers and practitioners with a systematic procedure for
creating psychometrically sound, shorter versions of lengthy psychological instruments.

Keywords: scale abbreviation; recursive feature elimination; genetic algorithms; test emotions

1. Introduction

Researchers build psychological scales to measure latent variables or traits, such as
intelligence, emotions, and attitudes. To cover important observable indicators of the target
construct, researchers often include numerous items (i.e., questions) in their scales, leading
to lengthy instruments that are time-consuming for participants. In practice, as the length
of the instrument increases, participants may want to spend less time answering each item
or show careless responding, deteriorating the quality of response data that fail to reflect
participants’ actual levels of the constructs being measured [1,2]. This situation, defined
as “survey fatigue” in literature [3,4], has motivated researchers to design shortened or
abbreviated forms of lengthy scales that can reduce administration time while increasing
response rate [5]. Abbreviated scales allow researchers to measure participants’ latent traits
in much less time than required to administer the original one, without sacrificing the
psychometric quality of the full-length scale.

Despite the potential advantages of using an abbreviated scale in practice, widespread
use of scale abbreviation has been impeded by the laborious selection procedure researchers
need to perform. Most approaches involve a tedious process where the researcher needs to
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manually identify the best items to retain using the same type of conceptual and psychome-
tric considerations employed in the development of the full-length scale [6]. For example,
the researcher may perform an exhaustive search through all possible permutations of the
existing items to find the best set of items based on psychometric indices (e.g., internal
consistency). However, this method would require a significant amount of time and effort
due to a combinatorial explosion. For example, selecting 30 items from a pool of 100 items
would be:

100C30 =

(
100
30

)
=

100!
30!(100 − 30)!

, (1)

indicating that more than 29 septillion combinations would have to be tried, which is prac-
tically impossible. Therefore, instead of manually trying each combination, optimization
methods can be implemented to find the best solution more efficiently.

Recently, researchers have adopted various optimization methods, such as genetic
algorithms and ant colony optimization to solve the scale abbreviation problem, e.g., [6,7].
These algorithms are metaheuristic approaches that can be used to find approximate
solutions to the problem of selecting the best items from a large pool of items. In this
study, we propose “feature selection” as an alternative approach for finding the best items
automatically. Our approach aims to select the best subset of features (i.e., items) that
can predict respondents’ scores from the full-length scale, without incurring much loss of
information. Using recursive feature elimination (RFE), we fit a predictive model by using
all items in the pool to predict the total scale score and recursively remove the items based
on their importance until the specified number of items is retained. Using real data from a
psychological scale, we first demonstrate how RFE can be utilized as a scale abbreviation
method and then compare its performance to that of genetic algorithms.

2. Conceptual Framework
2.1. Recursive Feature Elimination (RFE)

Feature selection plays a vital role in machine learning and data mining tasks. Re-
searchers employ feature selection algorithms to find a subset of features with the minimum
possible generalization error or to select the smallest possible subset with a given discrim-
ination capability [8–10]. RFE is a widely used algorithm for selecting features that are
most relevant in predicting the target variable in a predictive model (either regression
or classification) [11]. This method implements a backward selection process to find the
optimal combination of features by eliminating non-predictive or redundant features. First,
it builds a predictive model based on all features and then calculates the importance of
each feature. Second, it rank-orders the features and identifies relatively less important or
redundant features. Finally, it removes the features with the least importance recursively
based on model evaluation metrics (e.g., accuracy, Kappa, and root mean squared error)
until a desired number of features remains in the model.

RFE is a wrapper-type feature selection algorithm that can utilize a variety of machine
learning algorithms to select the best features. To date, researchers have used RFE with
several machine learning algorithms, such as Least Absolute Shrinkage and Selection Oper-
ator (LASSO) and ridge regression, support vector machine, and Random Forest [12,13].
However, recent research suggests that RFE combined with the Random Forest algorithm
provides more stable results with improved accuracy [9,14,15]. First, Random Forest is used
to build a predictive model and calculate the importance of the features using a particular
method, such as classification accuracy of “out-of-bag” data. Second, the features are
ranked based on their importance and the least important feature(s) are eliminated from
the list of available features. Third, the remaining features are used to make a prediction
using Random Forest [16]. This recursive process continues until RFE identifies the most
important features to be retained in the model [8,12,16]. In the context of scale abbreviation,
“features” refer to the individual items in the scale and the target variable is the total (raw)
scores computed based on the full set of items. Using Random Forest for the prediction of
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the total scores, RFE can iteratively search for the “most important” items to be retained in
the abbreviated form [17].

2.2. Genetic Algorithms

Genetic algorithms are a metaheuristic optimization approach inspired by the process
of natural selection that belongs to evolutionary algorithms [18]. This approach is based
on the concept of “survival of the fittest” in Darwin’s theory of evolution [19]. Genetic
algorithms mimic biological processes (e.g., mutation, crossover, and selection) to generate
high-quality solutions to optimization and search problems [18]. This method essentially
aims to decrease redundancy within a situation by reducing the selection of the items for
the substrate that captures the traits of interest [20,21]. Therefore, it can be used as an
optimization algorithm to solve various selection problems, such as scale abbreviation. In
the scale abbreviation context, genetic algorithms consider each item as a single gene on a
“chromosome” containing all items in the scale. On these chromosomes, the retained items
are coded as 1 while the remaining items are coded as 0. These codes are called “genes”
(see Figure 1). For example, if the target scale consists of 10 items and 4 items are to be
selected, then one of the possible lineups would be “1001100010”. This particular lineup
shows that the first, fourth, fifth, and ninth items will be retained in the abbreviated form,
whereas the rest will be eliminated [20].

Figure 1. Gene, chromosome, and population in genetic algorithms.

The chromosome community is known as a population in genetic algorithms. Genetic
algorithms select a random initial population represented in different points in the search
space. This population is called the first generation. Then, fit chromosomes are transferred
to the next population (i.e., next generations). The degree of fitness of the chromosomes
is evaluated using the fitness function. The principle of survival in genetic algorithms
depends on the results of the fitness function [22]. The fitness function for a psychological
scale measuring a single latent trait can be written as follows [6,23]:

Cost = Ik + (1 − R2), (2)

where I is a fixed item cost determined by the researcher, k is the number of items to be
retained in the abbreviated scale, and R2 is the amount of total explained variance explained
by a linear combination of item scores. Equation (2) shows that the genetic algorithms aim to
balance the cost of each additional item while maximizing the amount of explained variance
in the scale. The genetic algorithm’s selection-reproduction scheme is implemented to
identify chromosomes based on the fitness function shown in Equation (2). The primary
genetic operators applied here are crossover and mutation. In a crossover process (see
Figure 2), design characteristics between any paired individuals are exchanged to form two
new child chromosomes. In this process, two chromosomes (parents) are chosen by giving
a higher probability of selection to chromosomes with a small fitness value [24]. Then, two
new offspring chromosomes are produced by using the parent chromosomes.
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Figure 2. Crossover process in genetic algorithms.

Following crossover, the mutation (see Figure 3) is applied to the genes of child
chromosomes by changing a gene of 1 to 0 or 0 to 1 for a random investigation of the design
space [24]. The selection process, crossover, and mutation continue until a termination
condition is satisfied [22]. Finally, at the end of the iterative process, the genetic algorithms
determine the items that would compose the optimal static short form.

Figure 3. Mutation.

2.3. Current Study

In this study, we use the Test Emotions Questionnaire (TEQ), which is a subscale of the
Achievement Emotions Questionnaire [25], to illustrate how RFE and genetic algorithms
can be used for abbreviating psychological scales. Test emotions refer to a set of emotions
that individuals may feel with regard to taking tests and exams [26]. Following several
studies focusing on test emotions, Pekrun and his colleagues [26] identified eight primary
test emotions that individuals are likely to experience when taking a test. These emotions
are anger, anxiety, enjoyment, hopelessness, hope, pride, relief, and shame. Pekrun and
his colleagues [26] designed the TEQ to perform a comprehensive assessment of these
test-related emotions. The TEQ consists of 77 Likert-scale items from 8 subscales focusing
on distinct emotions related to the test-taking process. The TEQ has been widely used in
empirical studies focusing on test-related emotions and adapted to different cultures [27–30].

As the TEQ consists of many items (i.e., 77 items), its administration time ranges
from 50 to 70 minutes. Since the TEQ is not suitable for individuals who may not be
motivated to complete such a lengthy instrument, Lichtenfeld and her colleagues [31]
designed an abbreviated version of the TEQ for both German and American elementary
student samples. Focusing on the primary test-related emotions (i.e., enjoyment and
anxiety), they measured enjoyment with three items and anxiety with five items. Similarly,
Peixoto and colleagues [30] also developed a short form of the TEQ with 24 items for
a Portuguese secondary student sample. They focused on six emotions (anger, anxiety,
enjoyment, hopelessness, pride, and relief) out of the eight test emotions and used four
items to measure each emotion. Since neither of these abbreviated forms of the TEQ were
intended to be used for undergraduate students, Bieleke and colleagues [32] developed
a 32-item form of TEQ for a Canadian undergraduate student sample. However, there
is no evidence about cultural invariance of the abbreviated TEQ beyond the Canadian
undergraduate student population. In this study, we use response data from a sample of
Turkish undergraduate students to build an abbreviated form of the TEQ using RFE and
genetic algorithms. Our goal is to illustrate how these two methods can be used for scale
abbreviation, while comparing the performance of these methods in building an accurate,
abbreviated forms of the TEQ.
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3. Materials and Methods
3.1. Participants

The sample of this study consisted of 559 undergraduate students from a university
located in the northwest of the Black Sea region of Turkey who consented to participate in
the study voluntarily. The students ranging from 18 to 28 years old (M = 20.7 SD = 1.65)
completed the Turkish version of the TEQ with 77 items. The administration time of the
TEQ was approximately 60 minutes on average. Less than 5% of the students (n = 16)
skipped some items in the scale, whereas the remaining students completed all the items in
the TEQ. The students skipping the items were excluded from the subsequent analyses,
and, thus, the final dataset consisted of 543 students. All study procedures were approved
by the research ethics board of the first author’s academic institution.

3.2. Instrument

The TEQ is a self-report scale developed by Pekrun and colleagues [25,26]. It was
embedded within the Achievement Emotions Questionnaire [33] with three subscales (i.e.,
class-related emotions, learning-related emotions, and test-related emotions). The TEQ
measures test-related emotions with 77 items (see Table A1 in Appendix A for the TEQ
subscales and their items). Participants in the current study responded to the items using a
5-point Likert-type scale ranging from 1 (strongly disagree) to 5 (strongly agree). It consists
of eight dimensions: anger (10 items, e.g., I am fairly annoyed after taking a test), anxiety
(12 items, e.g., Before taking a test, I feel nervous and uneasy), enjoyment (10 items, e.g., I
am happy that I can cope with the test during taking a test), hopelessness (11 items, e.g., My
hopelessness robs me of all my energy before taking an exam), hope (8 items, e.g., I think
about my exam optimistically before taking a test), pride (10 items, e.g., I am proud of how
well I mastered a test after taking it), relief (6 items, e.g., I think that I finally can breathe
easy again after taking a test), and shame (10 items, e.g., I get so embarrassed I want to
run and hide during taking an exam). Can and colleagues [27] adapted the TEQ into the
Turkish language. The results obtained from Can and colleagues’ study showed that the
TEQ is a reliable and valid scale to measure test emotions within the Turkish culture.

3.3. Data Analysis

Our preliminary analysis indicated that less than 3% of the students (n = 16) did not
answer some of the items in the TEQ, and, thus, these students were removed from the
final dataset. To obtain abbreviated forms of the TEQ (i.e., 5 items for each dimension of the
TEQ; a 40-item scale in total) based on the genetic algorithms and RFE approaches, we used
the GAabbreviate [34], randomForest [35], and caret [36] packages in R [37]. We evaluated
the quality of the abbreviated forms using four criteria. First, we used the coefficient alpha
(α) [38] to examine and compare the internal consistency (i.e., reliability) of the full-length
and abbreviated forms of the TEQ. Second, we calculated the relationships between the
total raw scores obtained from the full-length and abbreviated forms of the TEQ using the
Pearson correlation coefficient. To avoid spurious inflation in the correlation due to shared
error variance between the full-length and abbreviated forms, we performed a correction
procedure proposed by Levy [39] based on the reliability of the full-length and abbreviated
forms. Third, we reviewed the correlations among the eight subscales of the TEQ for the
full-length and abbreviated forms. Finally, we examined the model fit of the original and
short forms of the TEQ by fitting a one-factor confirmatory factor analysis (CFA) model for
each TEQ sub-scale separately. The CFA models were estimated using the unweighted least
squares method available in the lavaan package [40]. The model data fit was evaluated
using the Comparative Fit Index (Good fit: CFI ≥ 0.90), Tucker–Lewis Index (Good fit:
TLI ≥ 0.90), and Standardize Root Mean Square Residual (Good fit: SRMR ≤ 0.05) [41–44].

4. Results

The results revealed that except for the relief subscale, RFE and genetic algorithms
selected different items for the 5-item abbreviated forms of the TEQ subscales (see Table 1).
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The following sections summarize the results based on the four evaluation criteria explained
above: (1) reliability, (2) relationship with the full-length scale, (3) relationships among the
subscales, and (4) model fit indices.

Table 1. Reliability and correlation results for the full-length and abbreviated subscales of the TEQ.

Test Emotions Abbreviation
Approach Selected Items α r

Anger
RFE 1, 2, 6, 9, 10 0.728 0.719
GA 1, 4, 6, 7, 10 0.646 0.737
Full 0.783 -

Anxiety
RFE 3, 6, 9, 11, 12 0.792 0.832
GA 1, 2, 5, 9, 12 0.781 0.847
Full 0.841 -

Enjoyment
RFE 1, 6, 8, 9, 10 0.647 0.716
GA 5, 6, 7, 8, 9 0.729 0.757
Full 0.820 -

Hope
RFE 1, 3, 4, 6, 8 0.707 0.765
GA 2, 3, 5, 6, 7 0.728 0.786
Full 0.802 -

Hopelessness
RFE 2, 6, 8, 9, 10 0.719 0.789
GA 1, 3, 5, 9, 11 0.804 0.848
Full 0.870 -

Pride
RFE 2, 4, 5, 8, 9 0.819 0.859
GA 2, 4, 7, 8, 9 0.783 0.869
Full 0.853 -

Relief
RFE 1, 2, 4, 5, 6 0.658 0.683
GA 1, 2, 4, 5, 6 0.658 0.683
Full 0.702 -

Shame
RFE 1, 3, 4, 7, 9 0.777 0.813
GA 4, 6, 7, 8, 9 0.770 0.834
Full 0.871 -

Note: RFE = Recursive feature elimination. GA = Genetic algorithms. Full = Full-length scale. α refers to the
coefficient alpha. r is the corrected correlation between the long and short forms.

4.1. Reliability

Table 1 shows that the α values obtained from the full-length subscales are higher than
those for the abbreviated subscales. This finding is not necessarily surprising because, as
the number of items decreases, α also tends to decrease due to the reduced variation in
the abbreviated scale [45]. To evaluate the reliability level of each subscale, we followed
George and Mallery’s criteria (i.e., α > 0.90 excellent, >0.80 good, >0.70 acceptable, >0.60
questionable, >0.50 poor, and <0.50 unacceptable; [46]). Based on these criteria, the
subscales of enjoyment (abbreviated by RFE), anger (abbreviated by genetic algorithms),
and relief (abbreviated by both methods identically) failed to indicate an “acceptable” level
of reliability. RFE outperformed genetic algorithms in four of the TEQ subscales, whereas
genetic algorithms yielded higher α values in three TEQ subscales.

There are two noteworthy findings. First, the reliability difference between the ab-
breviated forms seems to be much larger in the three subscales where genetic algorithms
performed better (e.g., for hopelessness, genetic algorithms: α = 0.804, RFE: α = 0.719). In
contrast, the two methods generally yielded similar α values in the subscales for which
RFE seemed superior. Second, RFE and genetic algorithms selected the same items for
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the relief subscale by eliminating the same item (i.e., item 3) from the full-length subscale.
Abbreviating this subscale seemed detrimental to reliability as it lowered α.

4.2. Relationship with the Full-Length Scale

The second evaluation criterion was the relationship between the abbreviated and full-
length subscales of the TEQ. If the scale abbreviation process works as expected, then total
scores from the abbreviated subscales should have a high correlation with those from the
full-length subscales. The results in Table 1 show that the abbreviated subscales obtained
from both methods indicated strong correlations (corrected for spurious inflation) with the
full-length subscales, ranging from r = 0.683 to r = 0.869. Except for the relief subscale
for which both methods selected the same items, the abbreviated subscales from genetic
algorithms indicated slightly higher correlations with the full-length subscales than those
from RFE. Overall the results showed that if the participants completed the abbreviated
subscales (40 items in total) rather than the full-length scales (77 items in total), their relative
positions in the sample in terms of their test emotions would not change significantly.

4.3. Correlations among the Subscales

The third evaluation criterion was the relationships (i.e., correlations) among the
eight subscales of the TEQ. Although each subscale of the TEQ measures a different
aspect of test emotions, the results of these subscales are likely to correlate, given the
similarities between the test emotions. If the scale abbreviation process works properly, the
correlations among the abbreviated subscales should be similar to those from the full-length
subscales. Figure 4 shows the correlation matrix plot for the full-length subscales (left),
as well as those for genetic algorithms (middle) and RFE (right). The results show that
the abbreviated subscales obtained from both genetic algorithms and RFE maintained the
relationships among the subscales accurately. However, for some pairwise relationships
(e.g., enjoyment-hopelessness, pride-hopelessness, and anger-enjoyment), the RFE-based
subscales produced weaker correlations, suggesting that the abbreviated subscales from
RFE could not maintain the existing relationships in the full-length scale. Similarly, genetic
algorithms also failed to maintain some pairwise relationships in the full-length scale (e.g.,
pride-anger and pride-anxiety).

Figure 4. Correlations among the subscales of the TEQ.

4.4. Model Data Fit

Our last evaluation criterion was the model-data fit for the abbreviated subscales of
the TEQ. Each subscale of the TEQ measures a unidimensional (i.e., one-factor) construct
related to test emotions (e.g., anger, anxiety, and enjoyment). After the subscales are
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abbreviated, they are expected to maintain the same unidimensional structure. That is, a
one-factor CFA model should indicate adequate fit for the abbreviated subscales. Table 2
shows the model fit indices obtained from the full-length and abbreviated subscales of
the TEQ. All the abbreviated subscales obtained from genetic algorithms and RFE yielded
reasonable CFI (0.939 or higher), TLI (0.844 or higher), and SRMR (0.073 or smaller) values.
For some subscales (e.g., anger and anxiety), the abbreviated forms yielded even better fit
indices than the full-length subscales. Generally, RFE produced better results than genetic
algorithms across the three model fit indices.

Table 2. CFA results for the full-length and abbreviated subscales of the TEQ.

Test Emotions Approach CFI TLI SRMR

Anger
RFE 0.991 0.983 0.035
GA 0.939 0.877 0.059
Full 0.929 0.908 0.074

Anxiety
RFE 0.995 0.998 0.034
GA 0.986 0.972 0.049
Full 0.974 0.967 0.063

Enjoyment
RFE 0.992 0.844 0.073
GA 0.992 0.984 0.032
Full 0.964 0.954 0.061

Hope
RFE 0.962 0.924 0.059
GA 1 1 0.015
Full 0.986 0.981 0.051

Hopelessness
RFE 1 1 0.017
GA 0.992 0.984 0.040
Full 0.991 0.989 0.046

Pride
RFE 0.999 0.999 0.023
GA 0.997 0.993 0.029
Full 0.984 0.959 0.054

Relief
RFE 1 1 0.020
GA 1 1 0.020
Full 0.994 0.991 0.032

Shame
RFE 0.996 0.992 0.023
GA 0.996 0.993 0.028
Full 0.991 0.988 0.048

Note: RFE = Recursive feature elimination, GA = Genetic algorithms, Full = Full-length scale.

5. Discussion

In psychological, educational, and sociological research, researchers often use lengthy
instruments to assess psychological constructs, such as personality types, emotions, and
mental disorders, with a high degree of accuracy. Since this approach requires participants
to invest a significant amount of time in completing the instrument, various aberrant
response behaviors (e.g., careless and insufficient responding) may be observed. The
presence of aberrant responses may contaminate the results and pose a major threat to
the validity of inferences drawn from the instrument [47]. Therefore, there is a growing
demand for short or abbreviated scales that can be used for research purposes and in
making individual-level decisions, especially in clinical settings (e.g., screening for mental
disorders) and personnel selection [48]. Using an abbreviated scale can help researchers
limit the administration time and reduce the possibility of aberrant response behaviors
while improving the validity of inferences being made from the scale.

To date, researchers have proposed various metaheuristic approaches for abbreviating
length scales efficiently. In this study, we used one of these metaheuristic approaches
(genetic algorithms) and a feature selection algorithm (RFE) to abbreviate a 77-item scale
into a 40-item abbreviated scale. To our knowledge, no study has utilized recursive
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feature elimination to abbreviate psychological scales. In this study, we performed scale
abbreviation using genetic algorithms and RFE and then compared their performance
based on several criteria, including scale reliability, relationship with the full-length scale,
relationships among the subscales, and model fit indices. Our results showed that both
genetic algorithms and RFE returned abbreviated subscales of the TEQ that had lower
coefficient alpha values (i.e., lower reliability) than the full-length scale. Considering that
the coefficient alpha tends to underestimate reliability for short and/or heterogeneous
measures [49], this finding is not necessarily surprising. Across the eight subscales of the
TEQ, genetic algorithms yielded coefficient alpha values that are either higher than or very
similar to those obtained from RFE.

Despite the reduced reliability values, the abbreviated subscales obtained from both
methods indicated strong correlations with the full-length subscales. This finding has
two implications. First, the relative positions of the participants in the data would not
change significantly if the abbreviated subscales, rather than the full-length instrument,
were used. Second, the results of the abbreviated subscales could predict the full-length
instrument with a high accuracy. In terms of maintaining the relationships among the
subscales in the full-length instrument, genetic algorithms generally outperformed RFE.
However, both methods yielded weaker correlations among subscales, compared to those
from the full-length instrument. This is very likely to be a consequence of reduced variation
(i.e., heterogeneity) in the abbreviated scales. Lastly, the abbreviated forms yielded better
model fit indices than the subscales from the full-length version of the TEQ. This result
suggests that as genetic algorithms and RFE abbreviated the subscales of the TEQ, the items
not contributing to the model fit were eliminated. In addition, scale abbreviation with both
genetic algorithms and RFE was computationally simple as both methods returned the
abbreviated subscales quickly.

Our findings showed that genetic algorithms and RFE can produce abbreviated scales
that can (a) produce reliable results, (b) predict the results of the full-length instrument
accurately, (c) maintain the relationships among the subscales, and (d) select the items
consistently within a unidimensional factor structure. The current study also provided
additional evidence that metaheuristic methods, such as genetic algorithms, are robust
approaches for abbreviating lengthy psychological instruments into a shorter one, yield-
ing psychometrically-sound instruments for researchers and practitioners, e.g., [6,22,23].
Additionally, feature selection algorithms, such as RFE, seem to be a promising approach
for abbreviating lengthy scales efficiently. Overall, both genetic algorithms and RFE can
be used for selecting the best items automatically with minimal effort. Abbreviated scales
produced by genetic algorithms and RFE can help reduce the administration time and
avoid unintended consequences such as careless responding caused by cognitive fatigue
related to the length of the instrument.

6. Limitations and Recommendations

This study has several limitations. First, we performed scale abbreviation with RFE
based on the Random Forest algorithm and its variable importance mechanism. However,
there are other machine learning algorithms (e.g., Lasso regression, decision trees, and
neural networks) and metrics for evaluating feature importance (e.g., ROC curves). Future
studies can evaluate the performance of RFE with different predictive algorithms and
feature importance metrics. Second, the RFE method requires building a predictive model
using a target variable and then determines feature importance based on the power of
features in predicting the target variable accurately. In this study, we used raw scores
calculated based on the full set of items as the target variable for illustrative purposes.
Given the ordinal nature of the Likert response scale in the TEQ, calculating the subscale
scores based on the item response theory framework could yield more stable scores to be
used in the predictive model stage of RFE. Third, we used psychometric and statistical
metrics (e.g., reliability, correlations with the full-length scale, and model fit) to compare
the performance of genetic algorithms and RFE in abbreviating the subscales of the TEQ.
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However, other evaluation criteria (e.g., measurement invariance of the abbreviated sub-
scales across demographic variables, such as gender) can also be utilized for making a
more comprehensive comparison between the two methods in future research. Lastly, we
found that some correlations between the abbreviated and full-length subscales exceeded
the maximum possible value (i.e., the square root of the product of the reliability levels of
the tests) [50]. Nimon et al. [51] explained that this issue occurs in the presence of nuisance
correlations between the error scores from the two tests. Therefore, it is likely that the
reported correlations between the abbreviated and full-length subscales might be somewhat
inflated, despite using Levy [39]’s correction for eliminating spurious correlations. Further
research should focus on developing more robust methods for finding true correlations
between the abbreviated and full-length forms of psychological instruments.
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Appendix A

Table A1. Subscales and items of the full-length TEQ.

Item Subscale Content

1 Anger I get angry over time pressures which don’t leave enough time to
prepare. (b)

2 Anger I get angry about the amount of material I need to know. (b)
3 Anger I get angry. (d)
4 Anger I think the questions are unfair. (d)
5 Anger I get angry about the teacher’s grading standards. (a)
6 Anger I am fairly annoyed. (a)
7 Anger I wish I could tell the teacher off. (a)
8 Anger I wish I could freely express my anger. (a)
9 Anger My anger makes the blood rush to my head. (a)
10 Anger I get so angry, I start feeling hot and flushed. (a)

1 Anxiety I worry whether I have studied enough. (b)
2 Anxiety I feel sick to my stomach. (b)
3 Anxiety Before the exam, I feel nervous and uneasy. (b)
4 Anxiety I get so nervous I wish I could just skip the exam. (b)
5 Anxiety I worry whether the test will be too difficult. (b)
6 Anxiety I worry whether I will pass the exam. (d)

https://osf.io/jzdhn/
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Table A1. Cont.

Item Subscale Content

7 Anxiety At the beginning of the test, my heart starts pounding. (d)
8 Anxiety I am very nervous. (d)
9 Anxiety My hands get shaky. (d)
10 Anxiety I get so nervous I can’t wait for the exam to be over. (d)
11 Anxiety I feel panicky when writing the exam. (d)
12 Anxiety I am so anxious that I’d rather be anywhere else. (d)

1 Enjoyment I look forward to the exam. (b)

2 Enjoyment Because I enjoy preparing for the test, I’m motivated to do more than is
necessary. (b)

3 Enjoyment Before taking the exam, I sense a feeling of eagerness. (b)
4 Enjoyment I look forward to demonstrating my knowledge. (b)
5 Enjoyment Because I look forward to being successful, I study hard. (b)
6 Enjoyment I enjoy taking the exam. (d)
7 Enjoyment I am happy that I can cope with the test. (d)
8 Enjoyment For me, the test is a challenge that is enjoyable. (d)
9 Enjoyment My heart beats faster with joy. (a)
10 Enjoyment I glow all over. (a)

1 Hope I start studying for the exam with great hope and anticipation. (b)
2 Hope I am optimistic that everything will work out fine. (b)
3 Hope I have great hope that my abilities will be sufficient. (b)
4 Hope I’m quite confident that my preparation is sufficient. (b)
5 Hope I think about my exam optimistically. (b)
6 Hope My confidence motivates me to prepare well. (b)
7 Hope Hoping for success, I’m motivated to invest a lot of effort. (d)
8 Hope I am very confident. (d)

1 Hopelessness My hopelessness robs me of all my energy. (b)
2 Hopelessness I have lost all hope that I have the ability to do well on the exam. (b)
3 Hopelessness I feel so resigned about the exam that I can’t start doing anything. (b)
4 Hopelessness I’d rather not write the test because I have lost all hope. (b)
5 Hopelessness I get depressed because I feel I don’t have much hope for the exam. (b)
6 Hopelessness I start to think that no matter how hard I try, I won’t succeed on the test. (d)
7 Hopelessness I feel like giving up (d)
8 Hopelessness I start to realize that the questions are much too difficult for me. (d)
9 Hopelessness I feel so resigned that I have no energy. (d)
10 Hopelessness I have given up believing that I can answer the questions correctly. (d)
11 Hopelessness I feel hopeless. (d)

1 Pride I’m so proud of my preparation that I want to start the exam now. (b)
2 Pride I think that I can be proud of my knowledge. (d)
3 Pride Pride in my knowledge fuels my efforts in doing the test. (d)
4 Pride When I get the test results back, my heart beats with pride. (a)
5 Pride I’m proud of how well I mastered the exam. (a)
6 Pride To think about my success makes me feel proud. (a)
7 Pride After the exam, I feel ten feet taller because I’m so proud. (a)
8 Pride I am very satisfied with myself. (a)
9 Pride I walk out of the exam with the look of a winner on my face. (a)
10 Pride I am proud of myself. (a)

1 Relief The tension in my stomach is dissipated. (a)
2 Relief I finally can breathe easy again. (a)I feel freed. (a)
3 Relief I feel very relieved. (a)
4 Relief I feel relief. (a)
5 Relief I can finally laugh again. (a)
6 Relief I can finally laugh again. (a)
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Table A1. Cont.

Item Subscale Content

1 Shame I can’t even think about how embarrassing it would be to fail the exam. (b)
2 Shame I am ashamed of my poor preparation. (d)
3 Shame I feel humiliated. (d)
4 Shame I get so embarrassed I want to run and hide. (d)
5 Shame Because I am ashamed, my pulse races. (d)
6 Shame I get embarrassed because I can’t answer the questions correctly. (d)
7 Shame I feel ashamed. (a)
8 Shame My marks embarrass me. (a)
9 Shame When I get a bad mark, I would prefer not to face my teacher again. (a)
10 Shame When others find out about my poor marks, I start to blush. (a)

Note: b = before taking a test/exam, d = before taking a test/exam, a = before taking a test/exam.
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