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Abstract: As gamification spreads to new areas, new applications are being developed and the interest
in evaluating gamified systems continues to grow. To date, however, no one has comprehensively
approached this topic: multiple evaluation dimensions and measures have been proposed and applied
without any effort to organize them into a full gamut of tools for the multi-dimensional evaluation of
gamified systems. This paper addresses this gap by proposing GATUGU, a set of six perspectives of
evaluation of gamified systems: General effects of gamification, Area-specific effects of gamification,
Technical quality of gamified systems, Use of gamified systems, Gamefulness of gamified systems,
and User experience of gamified systems. For each perspective, GATUGU indicates the relevant
dimensions of evaluation, and, for each dimension, one measure is suggested. GATUGU does not
introduce any new measurement tools but merely recommends one of the available tools for each
dimension, considering their popularity and ease of use. GATUGU can guide researchers in selecting
gamification system evaluation perspectives and dimensions and in finding adequate measurement
tools. Thanks to conforming to GATUGU, the published gamification system evaluation results will
become easier to compare and to perform various kinds of meta-analyses on them.

Keywords: gamification assessment; gamification evaluation; evaluation methods

1. Introduction

In recent years, there has been a meteoric growth in the gaming market. In fact, there
are several factors that have contributed to this growth, such as: the increased proliferation
of mobile devices, the easy availability of games on the Internet, and innovations in software
and, mainly, in hardware, with the advent of consoles and of advanced graphics engines [1].

Given their popularity, games and gameful approaches began to be applied to solve
problems and create better experiences in disparate domains such as sports, social net-
works, sustainability, e-learning, finance and shopping, productivity, etc. In this context,
gamification has been used in contexts other than games, in order to change user behaviors
into alignment with organizational goals.

Typically, gamification is applied in two contexts: organizational and educational.
In the first, gamification is used in several areas, including job search, recruitment, on-
boarding, consolidation of work teams, corporate training, productivity, marketing, and
sales. In the second, gamification is used in educational institutions to help students in
the teaching and learning process and promote their involvement to learn in a natural and
fun way.

However, there is always a reverse side of the medal. When misapplied, gamification
can lead to distraction, addiction, frustration, and boredom [2]. The problem is often due
to the inappropriate use of its elements that neglect the types of users and that lead to the
exaggerated use of PBL (Points, Badges, and Leaderboards) that only enhances the extrinsic
motivation (easily achieved but volatile) instead of the intrinsic motivation (more complex
to achieve but longer lasting) [3].
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Taking into account the formalization of the design process of a gamified strategy,
there is no consensus on the use of formal processes. In fact, several researchers [4] claim
that the design of games or gamified environments are too complex activities to be reduced
to a formal procedure. Other authors [5] consider that the design process should be treated
as an agile process that does not always follow a specific formality. Despite the existence of
dozens of frameworks around the world, several researchers [6,7] claim that gamification
as an academic topic is still quite young and only a few well-established models and
frameworks can be useful. In this realm, the most well-known frameworks are MDA
(Mechanics, Dynamics, and Aesthetics) [8], Octalysis [9], GAME (Gather, Act, Measure,
and Enrich) [10], and 6D [11]. The 6D Framework [11] is one of the most consensual
frameworks used mainly for organizational environments. The framework organizes its
methodology in six steps: goals definition, target group behaviour definition, user types
identification, activity cycles planning, fun highlighting, and appropriate tools selection.
From these six steps and, apart from the user types identification, the last one plays a
central role in the gamification strategy where the gamification designer should decide
which tools should be used, depending, much of the time, on the domain and the type
of objectives to be achieved. From the panoply of types of tools, common solutions are
learning platforms [12,13], Customer Relationship Management (CRM) [14], Enterprise
Resource Planning (ERP) [15–17], Knowledge Management Systems (KMS) [18,19], Mobile
Apps [20–22], and Web Pages [23,24].

Evaluation is considered as one of the main components or phases of the design and
development process of gamified systems [25–29]. In practice, however, gamified systems
are often not evaluated at all. For instance, only 63% of papers focused at gamification in
the context of software engineering analyzed in [30] included evaluation; this ratio, while
much better than the appalling 11% reported in [31] where educational gamification papers
were considered, is still far from impressive.

One of the reasons of this situation may be that, after over ten years having passed
since the confluence of web technologies, digital business models, and online and location-
based gaming paving the way for the emergence of gamified systems [32], there is still
no generally agreed framework for their evaluation. While various methods have been
proposed in prior studies (see, e.g., [28,33,34]), the authors are not aware of one that would
approach the problem of gamified systems evaluation in a comprehensive way, i.e., one
covering all key perspectives of evaluation.

The aim of this paper is to fulfill this gap by proposing GATUGU, a set of six per-
spectives of evaluation of gamified systems. Its name is an acronym of the names of the
covered perspectives, i.e., General effects of gamification, Area-specific effects of gamifi-
cation, Technical quality of gamified systems, Use of gamified systems, Gamefulness of
gamified systems, and User experience of gamified systems. For each perspective, we
define the relevant dimensions of evaluation, and, for each dimension, we propose one
measure capable of its measurement.

The paper is structured as follows. In the following section, we briefly review the
methods of evaluation of gamified systems proposed in prior studies. In Section 4, we
explain our approach as well as provide arguments for the proposed selection of perspec-
tives and dimensions within them. In the subsequent section, we describe the components
of GATUGU, suggesting measures and measurement tools relevant to the evaluation of
respective dimensions of each perspective. In Section 5, we try to map the relevance of
respective evaluation perspectives to popular types of gamified systems. Next, we present
the results of a survey among gamification practitioners who were asked to evaluate the ap-
propriateness of the measures selected for the respective evaluation dimensions. The final
section discusses the advantages and limitations of GATUGU, and concludes the paper.

2. Methods of Evaluation of Gamified Systems

There are various ways of evaluating gamified systems. Monteiro et al. identified
21 different evaluation dimensions used in the analyzed 100 studies on gamification in
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software engineering [30]. Ranked from the most frequent, these were: “engagement”
(30 studies), “performance” (29 studies), “satisfaction” (28 studies), “motivation” (19 stud-
ies), “usability” (9 studies), “learning” (6 studies), “utility” (5 studies), “efficiency” (5 stud-
ies), “perception” (4 studies), “fun” (3 studies), and, finally, “communication”, “user
experience”, “acceptance”, “involvement”, “sociability”, “kindness”, “confidence”, “flow”,
“gameplay”, “awareness”, and “consciousness” (all used in up to 2 studies). In their
literature review on gamification in education [35], Inocencio followed the distinction intro-
duced by Liu et al. [36] of instrumental (i.e., relevant to the goals specific for the context
for which the system was developed) and experiential (i.e., relevant to how the system is
experienced by its users) outcomes of gamification. In the first group, he identified 45 mea-
sured constructs that he assigned to four dimensions: Participation based on user activity
(including, e.g., Behavioral Engagement, User Activity, and Participation), Performance
based on self-perception (including, e.g., Meaningful Learning, Perceived Achievement,
and Declarative Knowledge), Performance based on student grades (including, e.g., Learn-
ing Achievement, Learning Performance, and Retention of Knowledge), and Retention
based on user activity (including, e.g., Attrition, Retention, and Persistence). In the second
group, he identified 31 measured constructs, the most frequently used of which were:
Perceptions (experience in general), Motivation Attitude (toward gamification, lessons,
and badges, in general), Satisfaction Engagement (emotional and cognitive), Self-Efficacy,
and Flow/Cognitive Absorption.

There were few attempts to guide gamification designers among this multiplicity of
options. Gasca-Hurtado et al. describe a multi-layer assessment framework for gamified
environments whose last element is the “environment assessment layer” aimed at obtaining
user data to measure changes in the behaviour of gamified environment users [33]. They
suggest the use of neuroscience equipment to collect data on user behaviour and then
analyze these data to measure the effectiveness of gamification in improving motivation,
commitment, and behaviour changes of users. Due to the required neuroscience equipment,
this method is hardly suitable for a wide use.

Dal Sasso et al. [28] propose a set of five methods for the evaluation of gamification:

1. Success metrics consist of defining a set of goals at design time and verifying them
after the system has been in production for a while. Dal Sasso et al. only provide two
exemplary metrics (number of new users in the last month, average activity increase
per user).

2. Analytics consist of measuring the number of active users and calculating the ratio of
Daily Active Users (DAU, the number of unique users that interact with the software
during a day) to Monthly Active Users (MAU, the average number of unique users
that interacted with the software in the previous 30 days) to observe the trend of usage
of the software in any given moment.

3. Conflicts consist of listing and prioritizing the conflicts between gamification elements
and other elements of the information system to identify gamification elements that
should be pulled out of the environment.

4. Jen ratio consists of computing the ratio of total positive interactions among users
(e.g., virtual gifts and acknowledgments) over the total negative interactions (e.g.,
misbehavior and rude comments) in a given period of time and context to assess how
positive the attitude of the users is.

5. Survey consists of surveying selected users of all expertise levels to quantify how the
use of gamification impacted the activity of the users and if it brought actual benefits.

While the multi-aspectuality of Dal Sasso et al.’s proposal is appreciated, it is far from
comprehensive; moreover, three of the component methods (Analytics, Conflicts, and Jen
ratio) precisely address the defined evaluation dimensions, whereas the other two (Survey
and Success metrics) are general, and can thus be used to measure almost anything.

Fitz–Walter [29] introduces a 9-step gamification design process whose steps from 7 to
9 are dedicated to evaluation, including, respectively:

• (Step 7) Identification of any gamification-related problems using heuristic evaluation;
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• (Step 8) Evaluation of the software design as both a tool (considering aspects such as
utility, usability, and user experience) and game (measuring the fun and enjoyment
of players by playtesting, as well as checking if the gamification experience is having
the desired effect (with regard to, e.g., concentration, user enjoyment, perceived
control, user challenge, perceived usefulness, and perceived ease of use) using field
experiments that compare a gamified application to a non-gamified application;

• (Step 9) Balancing the tool and the game, using working prototypes to identify
any issues.

Fitz–Walter’s proposal is also not comprehensive; moreover, steps 7 and 9 are clearly
aimed at obtaining suggestions for changes in the system rather than its evaluation as such.

The lack of a comprehensive method for the evaluation of gamified systems led to the
development of GATUGU, which will be presented in the following section.

3. A Comprehensive Approach to Evaluation of Gamified Systems: GATUGU
3.1. Approach

In order to avoid mixing evaluation concepts of different levels (e.g., methods, mea-
sures, and measurement tools), which is quite a common shortcoming of the methods
described in the previous section, GATUGU adopts a hierarchical approach.

On the most general level, we identify evaluation perspectives, denoting different
aspects of interest relevant to gamified systems. After careful examination of both the
literature and the authors’ own experiences as gamified systems’ designers, we have identi-
fied six such perspectives. We consider the obtained selection of evaluation perspectives
comprehensive as it covers most of the gamified systems aspects evaluated in the literature.
Nonetheless, the proposed selection is generic and could not be exhaustive. We are aware
of the evaluation dimensions that do not closely fit any of the selected perspectives (e.g.,
user attachment). However, we consider them as niche topics requiring dedicated tools,
whereas GATUGU aims to be a solution addressing most but not all kinds of evaluation
needs. Limiting the scope of the set of covered perspectives (and, as will be explained
below, the dimensions and measurement tools) is the primary of the efforts to address
the current problem of the variety of measures, which causes the lack of comparability of
reported evaluation results.

For each evaluation perspective, we propose between three and five relevant di-
mensions. Looking at the number of possible evaluation dimensions reported in the
literature [30,35], it is obvious that, at this level, we no longer attempted to include the most
of what could be measured, but tried to limit the number of covered dimensions, to in-
crease the comparability of evaluation results obtained following GATUGU. The criteria
we considered when selecting the dimensions were:

• Having available measurement tools, preferably validated;
• Being able to provide valuable information to stakeholders, which is easy to interpret

by them (e.g., Valence lacks this trait);
• Ensuring clearly distinct character of dimensions included in a single perspective (for

instance, the combination of Learning, Learning Gain, and Learning Achievement
lacks this trait);

• For the sake of wider interpretability and applicability, we preferred more general
dimensions over more specialized ones (e.g., we have included Engagement yet not
Flow, which is a state of high engagement).

It is important to note here that GATUGU provides a set of perspectives, dimensions,
and measures. The users of GATUGU are free to use any subset of them, based on their
relevance to the application context of the evaluated gamified system (see Section 5),
the goals of the evaluation, the availability of the required data (or the ability to obtain
them), and their own preference; while the choice of considered perspectives is usually
dictated by the first two reasons, the choice of evaluation dimensions is where the other
two matter more.
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On the lower level, for each evaluation dimension, we suggest a single measure and
one measurement tool capable of measuring it. If, for a given dimension, both objective
and subjective measures are available, the objective measures are preferred but only if their
measurement does not require dedicated hardware or special measurement conditions.
By limiting the number of suggested dimension measures to just one, we ensure the compa-
rability of evaluation results in that the dimension for all who will follow our suggestion.

3.2. Selection of Evaluation Perspectives and Dimensions

The application of gamification is often motivated by the benefits it promises, such
as building motivation or rising engagement. These benefits are general, i.e., they can be
observed regardless of the context in which the gamified system is used. We therefore
defined the first perspective as the General effects of gamification. We looked at existing
gamification definitions (which there are many of) to identify such effects. In particular,
two definitions earned our attention [37]:

• Brian Burke: “the use of game mechanics and experience design to digitally engage
and motivate people to achieve their goals”;

• Mark Schreiber: “use of game elements to increase engagement and make life and
work more fun”.

Consequently, three dimensions have been assigned to the first perspective: Engage-
ment, Motivation, and Fun.

Gamification is nonetheless usually applied to attain goals specific to the area in which
the gamified system operates. Hence, the second considered evaluation perspective is the
Area-specific effects of gamification. As each area of such applications may have its own
evaluation dimensions, which are non-applicable to other areas, in this perspective, we
chose but one dimension for each area that we know as a frequent target of gamification:
Learning [38–40], Work Performance [41–43], Sales Revenue [44,45], Social Relations [46,47],
and Stress Reduction [48,49].

The gamified systems are also information systems, and, as such, they can be evaluated
in terms of their technical quality. Therefore, the third perspective is the Technical quality
of gamified systems. While ISO/IEC 9126 [50] defines a considerable number of potential
dimensions, we decided to follow what the industry considers as important [51], and have
chosen the following four: Performance, Reliability, Availability, and Scalability.

While the use of some gamified systems is compulsory (e.g., it is the primary tool
which an employee uses in their everyday work), many are not. In such cases, the use
of the system is a necessary requirement for (sometimes, even a sufficient proof of) its
success. Hence, the fourth perspective is the Use of gamified systems. In this perspective,
we include five dimensions: Adoption Rate, Frequency of Use, Session Length, Continued
Use Intention, and User Retention. These capture the adoption, use, and retention phases
of a gamified system.

While the gamified systems are tools, they can be viewed as games as well [29]. For this
reason, their game-related aspects can (and should) also be evaluated. The fifth perspective
is, therefore, the Gamefulness of gamified systems. As there are multiple dimensions in
which games are evaluated [52], in this case, we tried to select those that are most relevant
to the main design goals. For this reason, we omitted several of the dimensions discussed
in [52] (e.g., Accomplishment or Guided) that can hardly be seen as the potential main
design goals. Consequently, four dimensions were chosen, assessing whether a gamified
system is visually attractive for its users, challenging to play, well-balanced, and immersive.

Back to the quality of gamified systems, not all of its aspects are of technical nature [50].
No less important is the experience of users. For this reason, the sixth and last perspective
is the User-perceived quality of gamified systems. In it, we follow the proposal of [53] and
consider the two dimensions defined in the Technology Acceptance Model (TAM) [54]:
Perceived Usefulness and Perceived Ease of Use.
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3.3. Collecting Aggregate Measurements for Respective Dimensions

In the next section, measures will be suggested for the respective GATUGU dimensions.
These measures may either be objective (obtained from given formulas, adopting objectively
measurable variables as their input parameters) or subjective (obtained from a survey
among users, who self-report their feelings and/or opinions).

All the suggested subjective measures use some form of Likert-scale questions. Fol-
lowing [53], for all measures based on the Likert scale, if not specified otherwise, we
recommend using the numbers (e.g., 1...7) as point labels (rather than statements such as
Agree...Disagree).

The results in the Likert scale can be effectively visualized using a histogram as well
as presented in a tabular form containing the shares of the respondents who answered
positively (5–7) and/or the difference between the share of respondents who definitely
agreed (only answering 6–7) and disagreed (1–2) (“Net Top Box”).

In order to obtain an aggregate of such a measure, taking into consideration that the
Likert scale is an ordinal scale, instead of calculating the arithmetic average of respective
responses, we propose to use the arithmetic average of the Net Top Box percentages. A Net
Top Box percentage ntb(i) for a single item i can be calculated with the following formula:

ntb(i) =
100%
|X| ∑

x∈X(i)


1 if rc(x) > top− 2,
−1 if rc(x) < 3,
0 otherwise,

(1)

where:

• i is the measured component item;
• X(i) is the set of responses measuring component item i;
• top is the maximum response value (i.e., 5 for a 5-point Likert scale, and 7 for a 7-point

Likert scale);
• x is a single response (provided as an integer between 1 and top);
• rc(x) is the value of response x adjusted for reverse coding (see below).

As some measures include items that are reverse coded (i.e., the higher their value,
the smaller the aggregate measure should be), all responses should be adjusted with the
following formula:

rc(x) =

{
1 + top− x if x is reverse-coded,
x otherwise,

(2)

where x is the original measurement.
The aggregate measure M(d) of dimension d can therefore be calculated with the

following formula:

M(d) =
1
|I(d)| ∑

i∈I(d)
ntb(i), (3)

where:

• d is the measured dimension;
• I(d) is the set of items of which the measure of d is composed.

The interpretation of the measurements is straightforward:

• if the aggregate measure is a positive number, it indicates the prevalence of positive
evaluation of a given dimension;

• if the aggregate measure is a negative number, it indicates the prevalence of negative
evaluation of a given dimension;

• if the aggregate measure is zero, it indicates a balance between a positive and negative
evaluation of a given dimension.
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4. GATUGU Components
4.1. Evaluating General Effects of Gamification
4.1.1. Motivation

Motivation is defined as “a phenomenon that explains the processes giving rise to
individual energy and endurance, and it is also a pathway towards a specific behavior” [55].
The motivation of gamified system users can be measured using a survey. There are
various scales used to measure motivation, based on various theories of motivation (see
the Appendix A to [35] for a list of six of them).

The measurement tool we suggest to use is SIMS (Situational Motivation Scale) pro-
posed by Guay, Vallerand, and Blanchard [56], in particular, its two subscales, measuring,
respectively, intrinsic motivation and identified regulation (extrinsic motivation)—as, in
the context of evaluating gamification, we are not interested in measuring external regula-
tion (when someone does what he/she is obliged to do) or amotivation (when someone
does not see a reason for what he/she is doing). It is based on the Self-Determination
Theory (SDT) [57] (p. 68), which is the one by far most often referred to in gamification
research [58].

An important practical advantage is that it is a simple tool, as both subscales consist
of just four items each, measured using a 7-point Likert scale, ranging from 1 (does not
correspond at all) to 7 (corresponds exactly).

Table 1 lists the component items of the motivation measure. Note that this activity
pertains to the activity being gamified (e.g., learning if the gamified system is an interactive
learning environment).

Table 1. Measuring situational motivation of gamified system users.

Item Why Are You Currently Engaged in This Activity? Subscale

1 Because I think that this activity is interesting Intrinsic
2 Because I think that this activity is pleasant Intrinsic
3 Because this activity is fun Intrinsic
4 Because I feel good when doing this activity Intrinsic

5 Because I am doing it for my own good Extrinsic
6 Because I think that this activity is good for me Extrinsic
7 By personal decision Extrinsic
8 Because I believe that this activity is important for me Extrinsic

Source: [56].

4.1.2. Engagement

Engagement is defined as the investment of one’s physical, cognitive, and emotional
energies into the various activities to be performed [59]. Similar to motivation, engagement
can be measured using a self-report questionnaire. We recommend using the instrument
developed by Hamari et al. [60] (p. 178), which consists of eight items measured using a
5-point Likert scale and considers engagement from the perspective of the Flow theory [61],
which is the second most often referred to in the gamification research after SDT [58].

Table 2 lists the component items of the engagement measure. Note that two of the
eight items are reverse-coded—these items are marked with (R). Note that what you were
doing pertains to the activity being gamified (e.g., learning if the gamified system is an
interactive learning environment).
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Table 2. Measuring engagement of gamified system users.

Item Question

1 How hard were you concentrating?
2 It provided content that focused my attention
3 How much did you enjoy what you were doing?
4 Interacting with it was entertaining
5 Interacting with it was fun
6 How interesting was what you were doing?
7 Did you feel bored with what you were doing? (R)
8 Did you wish you were doing something else? (R)

Source: adapted from [60].

4.1.3. Fun

Researchers have several different conceptualizations of fun but none commits to
a specific definition. Nonetheless, some studies attempted to define fun as the result of
combining enjoyment, control of the content, care for the content, and the suspension
of disbelief [62]. Within the entertainment area, fun is “pleasure without purpose” [63].
Others have split fun into five types, namely sociability, contentment, achievement, sensual,
and ecstatic [64]. Various instruments have been proposed for measuring fun: while it
can even be measured with the simple 1-item Smileyometer [65,66], here, we recommend
using the FunQ questionnaire, comprising six subscales (Autonomy, Challenge, Delight,
Immersion, Loss of Social Barriers, and Stress) and 18 items in total (measured using a
5-point Likert scale) [67].

Table 3 lists the component items of the fun measure. The reverse-coded items are
marked with (R). When implementing the questionnaire, [the gamified system] should be
replaced with the name of the gamified system under evaluation.

Table 3. Measuring fun perception of gamified system users.

Item Question Subscale

1 While using [the gamified system], I knew what to do.
Autonomy2 I used [the gamified system] because I had to. (R)

3 I used [the gamified system] because I wanted to.

4 While using [the gamified system], I felt I was good at it.
Challenge5 While using [the gamified system], I did something new.

6 While using [the gamified system], I was curious.

7 While using [the gamified system], I had fun.
Delight8 I want to use [the gamified system] again.

9 While using [the gamified system], I was happy.

10 While using [the gamified system], I felt that time flew.
Immersion11 While using [the gamified system], I forgot about school/work.

12 While using [the gamified system], I felt good.

13 While using [the gamified system], I made new friends.
14 While using [the gamified system], I talked to others easier than usual. Loss of Social
15 While using [the gamified system], I felt closer to others more than usual. Barriers

16 While using [the gamified system], I felt bad. (R)
Stress17 While using [the gamified system], I felt angry. (R)

18 While using [the gamified system], I felt sad. (R)
Source: adapted from [67].

4.2. Evaluating Area-Specific Effects of Gamification
4.2.1. Learning

Even though learning has virtually been a central topic in psychological research since
psychology became an independent science and was even the most intensively studied
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topic within psychology during a large part of the previous century [68,69], researchers are
rarely explicit about what they mean by “learning”. The most commonly found definitions
in psychology textbooks are identical and refer to learning as “a relatively permanent
change in behavior as a result of practice or experience” [70,71]. To measure learning, we
suggest the use of the classic pretest–posttest approach, in which the student’s knowledge
improvement due to learning is measured as the difference between the arithmetic average
of their percentage of correct answers on the pretest and the arithmetic average of their
percentage of correct answers on the posttest, with both the pretest and posttest containing
the questions relevant to the subject of learning [72]:

KI = 100%× ∑
u∈U

Posttest(u)− Pretest(u)
|U| × |Test| (4)

where:

• Test is the set of questions relevant to the subject of learning;
• U is the set of users whose knowledge improvement is measured;
• Pretest(u) is the number of correct answers to the Test questions provided by user u

at the beginning of the period under evaluation;
• Posttest(u) is the number of correct answers to the Test questions provided by user u

at the end of the period under evaluation.

Any positive value denotes a positive learning effect. The value of 100% denotes a per-
fect learning effect (the respondents failed to answer any test question before, and answered
all of them after). No value larger than 100% is possible.

4.2.2. Work Performance

Work Performance relates to how well an individual performs a job, role, task, or
responsibility [73]. We recommend using the ratio:

WP =
Output

t
(5)

as the measure of Work Performance, where:

• Output denotes the given job results of a user or a group of users, measured by the
number of produced items or provided services, or the combined value of produced
items/provided services, if the items are of notably different value,

• t denotes the time spent on the given job by this user or this group of users.

Work Performance measurements can only be interpreted relatively.

4.2.3. Sales Revenue

Sales Revenue encompasses the income received from the sales of goods or the pro-
vision of services [74]. We recommend the direct measurement of Sales Revenue in the
respective currency where the sales occurred, or in a common currency if the products were
sold in markets using various currencies.

Sales Revenue can only be interpreted relatively.

4.2.4. Social Relations

Positive social connections such as supportive interactions, the sense of belonging,
and effective teamwork are important for health and well-being in the context of any
activity, particularly those performed regularly such as work and studying [75,76]. We
recommend the measurement of Social Relations with the following formula:

SocR =
1

|U| × |t| × ∑
u∈U

si(u), (6)

where:
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• U is the set of users whose social activity is measured;
• si(u) is the number of social interactions of user u in the considered time period;
• t is the length of the considered time period.

The measurements of Social Relations can only be interpreted relatively.

4.2.5. Stress Reduction

According to the World Health Organization (WHO), stress “can be defined as any
type of change that causes physical, emotional or psychological strain. Stress is the body’s
response to anything that requires attention or action” [77]. Reducing stress is, thus, bene-
ficial to their performance in the job, role, task, or responsibility they conduct. Although
symptoms of stress can be measured using various sensors [78], such sensors may not be
available at the place of measurement, so we recommend the use of the Perceived Stress
Questionnaire (PSQ), containing 30 questions using a 4-level scale (1–4) [79].

Table 4 lists the component items of the perceived stress. The reverse-coded items are
marked with (R). In order to measure stress reduction, one has to calculate the difference:

StRed = ∑
u∈U

(PSpre(u)− PSpost(u)), (7)

where:

• PSpre(u) is the perceived stress of user u measured at the beginning of the period
under evaluation;

• PSpost(u) is the perceived stress of user u measured at the end of the period under
evaluation.

Any positive value denotes a positive effect of stress reduction; the value of zero
denotes no effect of stress reduction, whereas any negative value denotes an increase in
perceived stress.

4.3. Evaluating Technical Quality of Gamified Systems
4.3.1. Performance

As defined by ISO/IEC 25010:2011 for Systems and software Quality Requirements
and Evaluation (SQuaRE) [80], performance, in terms of time, is the degree to which the
response and processing times and throughput rates of a system, while performing its func-
tions, meet the requirements. For measuring the performance, as processing gamification
rules is the operation characteristic for most gamified systems, we recommend to use the
number of processed gamification rules per second:

RPS =
Rules

t
, (8)

where:

• Rules is the number of processed gamification rules;
• t is the total processing time of the gamification rules in seconds.

The measurement can be performed in two ways: by an experiment in a controlled
environment or by an analysis of data gathered from a system operating in the real world.

In the first case (see [81] for an exemplary analysis of this kind), the evaluator specifies
the rules on which the system performance is evaluated. As rules may have various
levels of complexity (compare, e.g., a rule triggered by clicking a single user interface
component and a rule triggered by finishing a set of jobs each in a respective specified time),
the measurement should comprise numerous test cases involving the triggering of different
rules. Similarly, as for various reasons, the execution time of the same rule may vary, so
the measurements should be repeated to obtain the average, minimum, and maximum
processing times. The chosen number of measurement repetitions should depend on how
often outlying measurements occur: typically, 10 is enough, but if, e.g., about every 20th
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rule is processed much longer than average, the number of repetitions should be set to at
least 40. Moreover, as many gamified systems have multiple concurrent users, and the
number of rules triggered simultaneously greatly affects their processing time, we suggest
repeating the tests for various numbers of simultaneously triggered rules. This number
should mirror the expected number of concurrent users at different daily activity levels (e.g.,
10 in early morning, 80 mid-day, and 40 in late afternoon). For the sake of comparability, it is
necessary to report the configuration of the test platform, both hardware (e.g., the processor,
memory, etc.) and software (e.g., operating system, database engine, used interpreters or
compilers, etc.).

Table 4. Measuring perceived stress of gamified system users.

Item Statement Subscale

1 You feel that too many demands are being made on you

Harrassment2 You find yourself in situations of conflict
3 You are under pressure from other people
4 You feel criticized or judged

5 You have too many things to do

Overload6 You have too many decisions to make
7 You feel loaded down with responsibility
8 You have enough time for yourself (R)

9 You are irritable or grouchy Irritability10 You feel calm (R)

11 You feel lonely or isolated

Lack of joy

12 You feel you are doing things you really like (R)
13 You feel you are in a hurry
14 You feel safe and protected (R)
15 You enjoy yourself (R)
16 You feel you are doing things because you have to
17 You are lighthearted (R)

18 You feel rested (R)

Fatigue19 You feel tired
20 You are full of energy (R)
21 Your problems seem to be piling up

22 You fear you may not manage to attain your goals

Worries
23 You have many worries
24 You feel discouraged
25 You are afraid for the future
26 You feel under pressure from deadlines

27 You feel frustrated

Tension28 You feel tense
29 You feel mentally exhausted
30 You have trouble relaxing

Source: [79].

In the second case, the system performance is evaluated considering the rules actually
triggered by real-world users. System logs gathering rule start and end processing times
can be maintained to obtain the data needed for the measurement. Various periods of
time (hour, day, and week) could be considered to obtain performance data illustrating the
varying level of activity in the system.

The main advantages of the first option are its feasibility already at an early stage of
system prototype development and the possibility to check the processing times of complex
rules that are rarely triggered in real use but do happen. The advantages of the second
option are measuring the actual processing time as experienced by users, not what the
users are expected to experience, and that it can be automatically obtained without any
additional effort from the evaluator (such as preparing data and setting up environment
for the experiments); only the provided necessary logs are maintained.
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4.3.2. Reliability

Reliability is the degree to which a system, product, or component performs spec-
ified functions under specified conditions for a specified period of time, as in ISO/IEC
25010:2011 [80]. Although Reliability can be measured using various measures [82], we
recommend using Mean Time Between Failures (MTBF), which is the average time between
successive failures of the system [83]:

MTBF =
Uptime
Failures

, (9)

where:

• Uptime is the part of the analyzed time span in which the system was available for
users;

• Failures is the number of failures of the evaluated system that happened during the
analyzed time span.

If the number of registered Failures is zero then it can only be concluded that

MTBF > Uptime. (10)

Obviously, the analyzed time span should be long enough for the potential failures
to materialize.

4.3.3. Availability

According to ISO/IEC 25010:2011 [80], the Availability is the degree to which a system,
product, or component is operational and accessible when required for use. The Availability
can be measured with the ratio:

Avt = 100%× Uptime
(Uptime + Downtime)

, (11)

where

• Uptime is the part of the analyzed time span in which the system was available for
users;

• Downtime is the part of the analyzed time span in which the system was not avail-
able [84] (p. 175).

The value of 100% denotes a perfectly available system (a value over 100% is not
possible).

4.3.4. Scalability

The Scalability is “the ability of a system to accommodate an increasing number
of elements or objects, to process growing volumes of work gracefully, and/or to be
susceptible to enlargement” [85]. We recommend measuring the Scalability with the ratio:

Scl = 100%× LowLoadProcessingTime/LowLoadSize
HighLoadProcessingTime/HighLoadSize

, (12)

where:

• LowLoadProcessingTime is the time spent processing a low number of concurrently
triggered gamification rules (provided in LowLoadSize),

• HighLoadProcessingTime is the time spent processing a high number of concurrently
triggered gamification rules (provided in HighLoadSize),

• HighLoadSize >> LowLoadSize.

The value of 100% denotes a perfectly scalable system (a value over 100% is still
possible, denoting a system that handles large loads relatively faster than small loads).
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4.4. Evaluating Use of Gamified Systems
4.4.1. Adoption Rate

The Adoption Rate consists of the pace at which a new technology is acquired and
used by the target public [86]. The Adoption Rate can be measured using the ratio:

AR =
NewUsers

t
, (13)

where NewUsers is the number of users who began to use the system during the analyzed
time span of length t.

4.4.2. Frequency of Use

The Frequency of Use (or usage frequency) consists of the number of times a system
or application is used in a certain period of time. The Frequency of Use can be measured
using the ratio:

FoU =
UserLogins

t
, (14)

where UserLogins is the number of times users logged in to the system during the analyzed
time span of length t.

4.4.3. Session Length

The Session Length is the amount of time from when a user launches the system or
application until they stop using or leave it. The Average Session Length can be measured
using the ratio:

ASL =
TotalTimeOnline

UserLogins
, (15)

where:

• TotalTimeOnline is the total time spent by the users in the system during the analyzed
time span;

• UserLogins is the number of times users logged in to the system during the analyzed
time span.

4.4.4. Continued Use Intention

The Continued Use Intention measures one’s intention to continually use or reuse a
system or application [87]. To measure it, we recommend using the measurement scale
developed by Bhattacherjee [88], which, according to [89] is the most widely adopted scale
for measuring the Continued Use Intention. It is based on Kieran’s behavioral intention
scale [90] and consists of three items, one of which is reverse-coded, measured with a
5-point Likert scale.

Table 5 presents the three items that compose the scale for measuring the continued
use intention of a gamified system. The reverse-coded item is marked with (R). When
implementing the questionnaire, [the gamified system] should be replaced with the name
of the gamified system under evaluation.

Table 5. Measuring the continued use intention of a gamified system.

Item Statement

1 I intend to continue using [the gamified system] rather than discontinue its use.
2 My intentions are to continue using [the gamified system] rather than use any alternative means.
3 If I could, I would like to discontinue my use of [the gamified system]. (R)

Source: adapted from [91].

4.4.5. User Retention

The User Retention calculates the amount of first-time users of the system or application
that return in subsequent time periods. The User Retention can be measured using the ratio:
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UR = 100%× ReturningUsers
NewUsers

, (16)

where:

• NewUsers is the number of new users who registered during the analyzed period;
• ReturningUsers is the number of new users who used the system at least once after

the initial logging in during the same analyzed period.

The value of 100% denotes a perfect user retention, with all newly registered users
coming back to the system at least once (a value over 100% is not possible).

4.5. Evaluating Gamefulness of Gamified Systems
4.5.1. Visual Attractiveness

The look-and-feel of a system or an application is the first and arguably the major
indicator of its quality for the user. To measure Visual Attractiveness, we recommend using
the tool proposed by King et al. [91] that consists of four items referring, respectively, to
the layout, choice of colors, overall look, and attracting user’s attention, and uses a 5-point
Likert scale.

Table 6 presents the four items that compose the scale for measuring the visual attrac-
tiveness of a gamified system. When implementing the questionnaire, [the gamified system]
should be replaced with the name of the gamified system under evaluation.

Table 6. Measuring the visual attractiveness of a gamified system.

Item Statement

1 The layout of the user interface of [the gamified system] is attractive.
2 The colors used on the user interface of [the gamified system] are attractive.
3 Overall, I think the user interface of [the gamified system] looks really good.
4 The user interface design of [the gamified system] caught my attention to explore it.

Source: adapted from [91].

4.5.2. Challenge

Being challenged is essential to achieve flow while playing a game [92]. The challenge
is, therefore, part of the game experience, and many times even described as a dimension
of the game experience [93,94]. When creating a gamified system, the ultimate goal is also
to engage users while performing an activity. Hence, the users of a gamified system or
application must also experience challenge.

This dimension can be measured using the Gameful Experience Questionnaire (GEQ) [52]
that consists of eight items. Table 7 presents the eight-item scale adapted to gamified
systems. When implementing the questionnaire, [the gamified system] should be replaced
with the name of the gamified system under evaluation, while any n-point Likert scale
can be used for GEQ, we suggest using a seven-value Likert scale to obtain a finer grade of
measurement detail.

Table 7. Measuring the challenge of a gamified system.

Item Statement

1 Using [the gamified system] prompts me to push my limits.
2 Using [the gamified system] drives me in a good way to the brink of wanting to give up.
3 Using [the gamified system] pressures me in a positive way by its high demands.
4 [The gamified system] challenges me.
5 Using [the gamified system] calls for a lot of effort in order for me to be successful.
6 Using [the gamified system] motivates me to do things that feel highly demanding.
7 Using [the gamified system] causes me to feel like I continuously need to improve in order to do well.
8 Using [the gamified system] causes me to work at a level close to what I am capable of.

Source: adapted from [52].
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4.5.3. Balance

A balanced game ensures the game’s difficulty is adequate when compared to player’s
abilities, i.e., the player should be challenged but not blocked by the complexity of the
game [95]. In the case of multiplayer games, balance also weighs the fairness of competition,
particularly when multiple choices are available; all must be viable, consistent, and fair, not
opening flaws that can be exploited to obtain advantages [96]. According to Newheiser [97],
an unbalanced game design might undermine the entire ruleset of the game. To measure
game Balance, we recommend the three-item scale presented in [98] (p. 44), using a
seven-point Likert scale.

Table 8 presents the adapted three-item scale for the purpose of measuring the balance
of a gamified system. When implementing the questionnaire, [the gamified system] should
be replaced with the name of the gamified system under evaluation.

Table 8. Measuring the balance of a gamified system.

Item Statement

1 In [the gamified system], lots of meaningful choices are presented to the users.

2 In [the gamified system], sufficient contexts are provided to allow each choice (that a user makes in the
system) to have balanced advantages and limitations.

3 In [the gamified system], users with equal skills have a roughly same chance to succeed although they
might start with different choices (e.g., options, characters, resources, etc).

Source: adapted from [98] (p. 44).

4.5.4. Immersion

Immersion, in games, is the act of causing the player to enter into a cognitive state
where their reality mixes with that from the virtual world [99]. This new reality fully
absorbs the player’s attention [100], apparently isolating them from the real world [101].
Immersion, contrary to flow, might not describe an optimal experience as it may include
negative emotions and anxiety [102].

Although immersion in a gamified application or system can be objectively measured
using, e.g., eye-tracking techniques [103], these require dedicated hardware, for which
reason we recommend measuring it with a questionnaire administered to the user, i.e., mea-
suring the user-perceived immersion. Even though various measurement scales have been
developed to measure immersion, our suggestion is the nine-item scale included in the
Gameful Experience Questionnaire (GEQ) [52] using a seven-point Likert scale.

Table 9 presents the nine items that compose the scale for measuring the immersion of
a gamified system. When implementing the questionnaire, [the gamified system] should be
replaced with the name of the gamified system under evaluation.

Table 9. Measuring the immersion of a gamified system.

Item Statement

1 Using the [the gamified system] provides me with the feeling that time passes quickly.
2 The [the gamified system] grabs all of my attention.
3 Using the [the gamified system] provides me with a sense of being separated from the real world.
4 Using the [the gamified system] causes me to lose myself in what I am doing.
5 Using the [the gamified system] causes my actions to seem to come automatically.
6 Using the [the gamified system] causes me to stop noticing when I become tired.
7 Using the [the gamified system] causes me to forget about my everyday concerns.
8 Using the [the gamified system] causes me to ignore everything around me.
9 Using the [the gamified system] causes me to become fully emotionally involved.

Source: adapted from [52].

4.6. Evaluating User Experience of Gamified Systems

The Technology Acceptance Model (TAM) was developed by Davis in 1985 with
an original purpose of quantifying the likelihood of technology acceptance [104]. In
2019, Lewis showed that the TAM questionnaire can be used to measure user experience,
provided its item format is changed from assessments of likelihood to agreement [53]. In
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GATUGU, we adopt this approach, using the two measurement scales proposed by Davis
for Ease of Use and Usefulness.

4.6.1. Ease of Use

The Ease of Use of a system or an application describes how easily users can use it.
The actual Ease of Use can be measured using metrics such as task success (completion
ratio), time on task (completion time), number of errors made by users performing a task,
or number of help requests by the users performing a task (for all but the first metric,
the lesser their value, the better the Ease of Use) [105]. Measuring the actual Ease of
Use is, however, difficult to set up, as it requires a good knowledge of what tasks are
typical for a given system, and in what order they are typically performed, and to compare
across systems that differ in the scope of tasks performed within them. For this reason,
in GATUGU, we suggest to measure the perceived Ease of Use, which, although indirect
and subjective, is free from the shortcomings mentioned above.

The perceived Ease of Use can be measured using a six-item scale originally proposed
by Davis in 1989 [54], in the form developed by Lewis [53], using a 7-point Likert scale,
preferably with numbers 1–7 used instead of textual labels (“Disagree”/“Agree”).

Table 10 lists the items of the perceived Ease of Use measure. As in previous cases,
when implementing the questionnaire, [the gamified system] should be replaced with the
name of the gamified system under evaluation.

Table 10. Measuring the perceived ease of use of a gamified system.

Item Statement

1 Learning to operate [the gamified system] would be easy for me.
2 I would find it easy to cause [the gamified system] to do what I want to do.
3 My interaction with [the gamified system] would be clear and understandable.
4 I would find [the gamified system] clear and understandable.
5 It would be easy for me to become skillful at using [the gamified system].
6 I would find [the gamified system] easy to use.

Source: adapted from [53].

4.6.2. Usefulness

Usefulness indicates the extent to which a system or an application allows the user to
become closer to or meet their goals in a particular context of use [106]. While it is possible
to measure the actual Usefulness of a system by assessing to what extent it helped the users
to advance them toward their goals, such measurements are even more context-specific and
thus difficult to prepare and compare their results than in the case of measuring the actual
Ease of Use. For this reason, in GATUGU, we suggest measuring the perceived Usefulness,
which can be measured using a six-item scale originally proposed by Davis in 1989 [54],
in the form developed by Lewis [53], using a 7-point Likert scale, preferably with numbers
1–7 used instead of textual labels (“Disagree”/“Agree”).

Table 11 lists the items of the perceived Usefulness measure. As in previous cases,
when implementing the questionnaire, [the gamified system] should be replaced with the
name of the gamified system under evaluation.

Table 11. Measuring perceived usefulness of a gamified system.

Item Statement

1 Using [the gamified system] would enable me to more quickly accomplish tasks.
2 Using [the gamified system] would improve my performance.
3 Using [the gamified system] would increase my productivity.
4 Using [the gamified system] would enhance my effectiveness.
5 Using [the gamified system] would cause it to be easier to meet my goals.
6 I would find [the gamified system] useful.

Source: adapted from [53].



Information 2023, 14, 136 17 of 24

5. Relevance of Respective Evaluation Perspectives to Popular Types of Gamified Systems

Gamification is applied in many different scenarios and, thus, on several distinct
systems. GATUGU identifies six (6) evaluation perspectives, containing twenty-three
(23) dimensions in total. Such an extensive evaluation instrument aims to cover all as-
pects of the distinct gamified systems. Consequently, there are dimensions relevant to
some kind of gamified systems but irrelevant to another. Table 12 highlights the most
relevant GATUGU dimensions to popular types of gamified systems, namely: learning
platforms (LP) [12,13]; customer relations (CR) [107]; employee relations (ER) [108,109];
enterprise information systems (EIS) [15,18,19,110]; mobile apps (MA) [20–22]; and web
pages/applications (WP) [23,24].

Note that an implemented system may fall into multiple types (e.g., learning platform
and web application). For this reason, we highlight, for instance, Performance, Reliability,
Availability, and Scalability only in mobile and web applications.

Table 12. Most relevant GATUGU dimensions to popular types of gamified systems.

LP CR ER EIS MA WP

Motivation X
Engagement X X X X X X
Fun X X X X X X

Learning X
Work Performance X X
Sales Revenue X
Social Relations X
Stress Reduction X X

Performance X X
Reliability X X
Availability X X
Scalability X X

Adoption Rate X X X
Frequency of Use X X X
Session Length X X X
Cont. Use Intention X X X
User Retention X X X

Visual Attractiveness X X X
Challenge X
Balance X
Immersion X

Ease of Use X X
Usefulness X X

6. Measures Selected for Evaluation in the Opinion of Gamification Practitioners

The set of measures described in Section 4 was presented to a number of faculty
and industry representatives who were involved in some gamification projects, and were
aware of the needs of gamification evaluation. The respondents were reached through a
personal and professional network of the authors in December 2022. For each of the selected
measures, the respondents were provided with their detailed definition and asked two
questions: (1) whether the given measure is appropriate to measure the given dimension
(the expected response was a number from 1 to 7); (2) if the first answer was negative, specify
why and/or suggest alternative measure/-s (a text box was provided for the response). By
28 December 2022, 12 responses were received via a web questionnaire. The answers to
the first questions are shown in Figure 1. As can be observed, for all 23 selected measures,
there was a clear prevalence of agreeing answers over disagreeing ones.



Information 2023, 14, 136 18 of 24

Looking for the reasons of disagreeing responses, the answers to the second questions
were investigated. The most relevant of them are listed in Table 13 (a dash denotes no
comments received for a given dimension). After their careful analysis, it was found that no
measure should be considered as wrongly chosen. Some of the critical comments stemmed
from the fact that the respondents did not know the explanations presented in this paper,
and thus did not know that our goal was to propose just one relevant measure for a given
dimension, not all relevant measures, and that we understood the potential need of using a
same-level scale in a single questionnaire (hence the provided formulas for converting the
results between 5- and 7-point scales).

Motivation Engagement Fun

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
0

2

4

Learning Work Performance Sales Revenue Social Relations Stress Reduction

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
0

2

4

6

Performance Reliability Availability Scalability

2 3 4 5 6 7 2 3 4 5 6 7 2 3 4 5 6 7 2 3 4 5 6 7
0
2
4
6
8

10

Adoption Rate Frequency of Use Session Length Cont. Use Intention User Retention

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
0
2
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Visual Attractiveness Challenge Balance Immersion

1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
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Figure 1. Results of the GATUGU’s evaluation questionnaire to gamification experts.

Other comments criticize the form or, in particular, redundancy of the respective scale
items. Although we were aware of these weaknesses, all the measurement scales proposed
for inclusion in GATUGU were validated and published in peer-reviewed papers, and the
respondents did not suggest better alternative measurement scales. In two cases, when
alternative metric or measurement scales were proposed, the respondents’ proposals were
not measuring the exact dimension (MTTR is rather a metric of Availability than Reliability,
and SUS is for measuring the Usability rather than the Usefulness).
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Table 13. Selected respondents’ comments regarding the choice of measures for respective dimen-
sions.

Dimension Critical Comments

Motivation “Not sure if this fully covers all aspects of motivation.”
“[Some of the scale items, e.g.,] “for my own good”, “is good for me” and
“is important for me” are hard to differentiate.”

Engagement “Mix of questions and sentences is confusing”
Fun “Difficult due to many items. Item 7 is confusing, as fun is the

overall construct to be measured”’

Learning “Other measures may also be relevant in different contexts.
For example, self-reported learning outcomes, or observations
of changes in behavior or performance, may also be useful for
assessing learning.”

Work Performance “Not for all jobs are measurable units.”
Sales Revenue –
Social Relations “This is purely formal and says nothing about the quality of the

social relation.”
Stress Reduction –

Performance “The response time for user actions and the overall stability
of the system may also be important considerations when
evaluating the performance of a gamification system.”

Reliability “MTBF does not include the time taken to repair a system after
a failure... MTTR is used to measure the average time it takes to
repair the system after it has failed, which measures how long
the system is offline due to unplanned maintenance. By
keeping MTBF high relative to MTTR, the availability of a
system is maximised.”

Availability –
Scalability –

Adoption Rate –
Frequency of Use “The length of time that users spend interacting with the system,

the number of actions or transactions performed may also be
crucial.”

Session Length –
Cont. Use Intention –
User Retention –

Visual Attractiveness –
Challenge “In general: scales should be the same in one questionnaire if

you intend to combine all these questions.”
Balance –
Immersion –

Ease of Use –
Usefulness “SUS Questionnaire.”

7. Discussion and Conclusions

The evaluation of gamified systems can be performed in vastly versatile ways. This
brings a number of issues with regard to performing evaluation and reporting its results.
The lack of awareness of available evaluation perspectives causes gamification system
evaluators to limit the scope of their examination to just one or a few dimensions, not nec-
essarily the most relevant ones considering the character and/or purpose of the evaluated
gamified application. The lack of typology of evaluation dimensions causes it to be difficult
for researchers striving to perform a multi-perspective evaluation to establish a set of ade-
quate measures. The high number of available measurement tools for a single dimension
causes it to be very difficult to perform meta-analyses and other types of research based
on secondary data, as different reports use different and hard-to-compare measures to
measure the same factors. This paper strives to bring order to the field of gamified systems
evaluation by:

• Suggesting evaluation perspectives relevant to gamified systems;
• Identifying several dimensions that could be measured in each perspective;
• Recommending one measurement tool for each dimension, so that the reported results

conforming to GATUGU could be easily compared across sources.
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In our opinion, GATUGU will help researchers in selecting the evaluation perspectives
most adequate to the character and/or purpose of the evaluated gamified application,
in choosing the dimensions addressing the selected evaluation perspectives, and in finding
the measurement tools capable of measuring the chosen dimensions.

There are two types of limitations concerning GATUGU. The first is internal and
stems from the fact that GATUGU is based on the authors’ subjective (though taking into
consideration both their popularity and practical aspects of use) selection of perspectives,
dimensions, and measurement tools. As it cannot be said that the omitted perspectives,
dimensions, or measurement tools are irrelevant, or even objectively worse for analytical
purposes than those that have been selected, not to mention new evaluation concepts
that may likely appear in the future, we encourage discussion on extending or improv-
ing GATUGU.

The second is external and stems from the fact that the goals of GATUGU will only
be achieved if the research community follows its recommendations. When designing
GATUGU, we were careful to not to increase the existing chaos; this involved not proposing
any new evaluation dimension or measurement tool that has not been used before, therefore
GATUGU is safe from such concerns. To truly show its advantages, it will have to be
consistently used by a large share of gamification researchers. The authors can only hope
that this will happen and support it by their own example, using GATUGU in their future
research on gamification evaluation.
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