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Abstract

:

The problems of machine translation are constantly arising. While the most advanced translation platforms, such as Google and Yandex, allow for high-quality translations of languages with simple grammatical structures, more morphologically rich languages still suffer from the translation of complex sentences, and translation services leave many structural errors. This study focused on designing the rules for the grammatical structures of complex sentences in the Kazakh language, which has a difficult grammar with many rules. First, the types of complex sentences in the Kazakh language were thoroughly observed with the use of templates from the FuzzyWuzzy library. Then, the correction of complex sentences was completed with parallel corpora. The sentences were translated into English and Russian by existing machine translation systems. Therefore, the grammar of both Kazakh–English and Kazakh–Russian language pairs was considered. They both used the rules specifically designed for the post-editing steps. Finally, the performance of the developed algorithm was evaluated for an accuracy score for each pair of languages. This approach was then proposed for use in other corpora generation, post-editing, and analysis systems in future works.
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1. Introduction


The Kazakh language is agglutinative with rich morphology and related to the Turkic language group. This study explored the grammatical constructions of the Kazakh language, specifically complex sentences. The relevance of the study was determined by the need to examine the structural and semantic properties of complex sentences. There are three types of complex sentences in the Kazakh language: compound sentences (salalas qurmalas), complex sentences (sabaqtas qurmalas), and compound-complex sentences (aralas qurmalas).



In the Kazakh language, as well as in the English language, a compound sentence (salalas qurmalas) consists of two or more simple sentences independent of each other. The ways of forming compound sentences in Kazakh are like those in English. Simple sentences can be combined into a compound sentence: with a coordinating conjunction (for, and, nor, but, or, yet, so); with a conjunctive adverb (e.g., however, therefore); with a semicolon, colon, or dash.



There are six types of compound sentences in the Kazakh language (in English, a compound sentence does not have such a division): Ynggailas salalas, Sebep-saldar salalas, Qarsylyqty salalas, Tusindirmeli salalas, Talgauly salalas, Kezektes salalas.



Ynggailas salalas [difficult to convey the meaning in one word]—In this kind of sentence, the thought expressed in the first simple sentence and the thought in the second are expressed at the same time, direction, and convenient sense.



Sebep-saldar salalas [causal compound sentence]—In these kinds of sentences, the first sentence expresses the reason for the second sentence, and the second expresses the reason for the first sentence.



Qarsylyqty salalas [opposite compound sentence]—In these kinds of sentences, the event in one of the simple sentences is the opposite of the event in the other.



Tusindirmeli salalas [explanatory compound sentence]—In these kinds of sentences, the first simple sentence points to the second, and the second reveals and explains the meaning of the first sentence.



Talgauly salalas [selective compound sentence]—A sentence type that indicates that only one of the actions mentioned in the simple sentences is performed.



Kezektes salalas [sequential compound sentence]—Simple sentences of this type show that the indicated action sequentially occurs.



A complex sentence (sabaqtas qurmalas) consists of an independent and dependent sentence. Here the second sentence complements the thought of the first. In the Kazakh language, the dependent sentence has an unfinished form of the verb, which is why the thought remains unfinished. In the Kazakh language, the dependent clause always comes first, before the independent clause. Complex sentences are divided into six types: Shartty bagynyngqy-sabaqtas, Qarsylyqty bagynyngqy-sabaqtas, Mezgil bagynyngqy-sabaqtas, Sebep bagynyngqy-sabaqtas, Qimyl-syn bagynyngqy-sabaqtas, Masqat bagynyngqy-sabaqtas.



Shartty bagynyngqy-sabaqtas [type of complex sentence with a conditional expression]—The first simple sentence expresses a condition for the performance or non-performance of an action in the second.



Qarsylyqty bagynyngqy-sabaqtas [type with an adversative expression]—The dependent and independent clauses are used in opposite senses.



Mezgil bagynyngqy-sabaqtas [type with time expression]—The action mentioned in the first simple sentence expresses the time of the action mentioned in the second.



Sebep bagynyngqy-sabaqtas [type with reason expression]—The dependent clause means the reason for the thought expressed in the independent clause.



Qimyl-syn bagynyngqy-sabaqtas [type with expression behavior of action]—The dependent clause names how an action is performed in the independent clause.



Maqsat bagynyngqy-sabaqtas [type with purpose expression]—The dependent clause expresses the purpose of the action in the independent clause.



A mixed complex sentence or compound-complex sentence (aralas qurmalas) consists of at least three simple sentences. If there are three sentences, then one of them is dependent. Each of these types of sentences has its own type of connection to a compound or complex sentence.



In this paper, we considered two language pairs: Kazakh-English and Kazakh-Russian. There are 12 types (forms) of a complex (compound) sentence in the Kazakh language. When translating from English into Kazakh or from Russian into Kazakh, complex (compound) sentences lose their meaning due to the following reasons:




	-

	
In the Kazakh language, the dependent clause always comes before the independent clause since, in the dependent clause, the verb is in an incomplete form (that is, some completed event must follow this verb);




	-

	
Each type of sentence in Kazakh does not have an exact match in form in English and Russian;




	-

	
In Kazakh, the semicolon (;) is not used to connect simple sentences to a complex sentence;




	-

	
A case when one simple sentence comes in the middle (inside) of another simple sentence.









For these reasons, the sentence structure may change during translation, and the context acquires a different meaning. And on grammar (mostly verbs), mistakes are often made when translating complex sentences.



For example, in the following complex sentence:



“The actor was happy he got a part in a movie even though the part was small.”



We translated this complex sentence into Kazakh through Google translator and received the following result:



“Актер фильмде рөлге ие болғанына қуанышты болды, бірақ рөл кішкентай болса да.”



Here “Актер фильмде рөлге ие болғанына қуанышты болды” is an independent clause and “бірақ рөл кішкентай болса да” is a dependent clause. The dependent clause is at the end, but in Kazakh, it should be at the beginning since the verb has an unfinished form (болса да). The sentence does not end with the incomplete form of the verb–this is a structural error. With such structural errors, the thought of the sentence will remain incomplete.



The correct version read as follows:



“Бірақ рөл кішкентай болса да, актер фильмде рөлге ие болғанына қуанышты болды.”



Errors in sentence structure make it difficult to understand the text. The sentence structure depends on grammar, style, and sequence. Large datasets for popular languages (in terms of research) allow you to correct grammatical and structural errors based on modern technologies (such as machine learning, hybrid approaches, etc.). However, in most cases, research for low-resource languages suffers from a lack of well-structured and well-formed large datasets. In this regard, problems such as automatic detection and correction of machine translation errors have not yet found an optimal solution. The translations provided by modern machine translation systems suffer from many types of errors, including verb form errors, incorrect lexical choices, word order, word insertion, word deletion, etc. Identifying these most common sentence structure errors is the first step to correcting them and preventing them from occurring. This study paid special attention to the Kazakh language, and it proposed to solve errors in machine translation for the English-Kazakh and Russian-Kazakh language pairs.



Like many other languages from the Turkic group, the Kazakh language has a complex agglutinative morphological form, which strongly affects a text’s structure and semantic meanings. The task becomes more complex when the structures for languages belonging to different language groups and languages from other family groups are analyzed and compared. For example, the Kazakh language belongs to the Turkic language family, and the English language belongs to the Indo-European family, with many differences and inconsistencies. Also, at the moment, the Kazakh language, unfortunately, is a low-resource language, which does not allow conducting experiments and applying modern approaches based on machine learning, which requires big data.




2. Related Work


Exploring the topic of semantic connection in complex sentences, we found that very few works were devoted to this problem. Moreover, even in these small numbers of works, this topic was not fully disclosed.



The structure of complex sentences for the English language was revealed in many works. Study [1] performed pattern matching, which takes an input sentence and returns the corresponding skeletal AMR (abstract value representation), using the extracted structure of complex sentences. In [2], the structuring of subordinating relations in complex sentences was considered. Study [3] discussed correctly using punctuation marks when translating from Russian into Kazakh. Incorrect use of punctuation marks can lead to many problems when translating Russian texts into Kazakh ones, which do not consider the peculiarities of the sentence structure and the rules of word order in the Kazakh language.



The formation of complex sentences was analyzed in [4,5]. Study [5] considered simple and complex sentences with conditional expressions for Kazakh and English languages. Complex sentences were formed by combining simple sentences with a list of verb endings. Study [4] conducted a comparative study and analyzed the relationship, similarities, and differences in forming complex sentences in Uzbek and Kazakh languages. In the Uzbek language, complex sentences are considered in two forms: complex sentences formed with the help of conjunctions and complex sentences without allied ones. In the Kazakh language, three types of complex sentences: compound (salalas), complex (sabaqtas), and compound-complex (aralas) were highlighted. Then the connections between simple sentences to complex ones were formed. According to the work of S. Amanzholov, you can delve into the grammar of the Kazakh language. S. Amanzholov defined complex sentences and revealed special points related to their structure, which was very useful for determining the intricacies of semantic connections in complex sentences [6].



Studies [7,8] considered the group of Turkic languages in the examples of the Tatar, Kyrgyz, and Turkish languages. Turkic languages belong to the agglutinative group of languages. These works were studied to analyze and identify approaches to solving the problems associated with the translation and post-editing of complex sentences. In many works, complex sentences were considered at the level of simple sentences. Complex sentences were divided into simple sentences or segments of phrases. From this point of view, there are three main grammar-checking and post-editing approaches: a rule-based approach, a machine learning-based approach, and a hybrid approach. In the study [8], part-of-speech (POS) marked English texts were checked against a specific set of rules, and a matching rule was applied to correct any errors.



Machine learning is currently the most popular grammar-checking method. They were explored in works [9,10,11]. These methods use an annotated corpus, which is used for statistical analysis of the text to automatically detect and correct grammatical errors. Machine learning-based systems do not require extensive knowledge of grammar, as they are completely dependent on the main corpus. The lack of a large, annotated corpus hinders the use of such methods for grammar checking. In addition, the results largely depend on how clean and well-structured the corpus is. A combination of machine learning and rule-based methods can be used to improve system performance because some bugs are better solved with rule-based techniques, and some are better solved with machine learning. The study [10] showed that a text corpus could be used to train a system to determine the correct sentence pattern, and the results could be filtered by applying manually created rules. The hybrid method helped eliminate a wide range of complex errors. In addition, the tedious work of writing so many rules could be greatly reduced.



Machine learning technology based on neural networks has recently been actively used to solve many problems. The studies [12,13] used statistical machine translation and neural machine translation approaches for low-resource pairs of languages, such as Spanish–Farsi (Persian). The training models, processed on open-source parallel corpora from Tanzil, KDE, OpenSubtitles2018, etc., allowed the achievement of BLEU scores from 31.02 to 38.78.



At the moment, the Kazakh language is a low-resource language, but many scientists and scientific groups have conducted research on various information systems to solve this problem. On the topic of our study, the following works [14,15,16] could be noted, in which different mark-ups were conducted for the Kazakh language and the application of various methods in the tasks of developing machine translation and speech synthesis, taking into account the linguistic properties of the Kazakh language and its inaccessibility.



The volume of training data in the Kazakh language was not sufficient to apply the hybrid approach, but it was supplemented with new data. When the required amount of data is reached, it is planned to connect it to the approach based on machine learning. This paper proposed the rule-based approach to the Kazakh language.




3. Rules and Algorithms for Determining and Editing Complex Sentences for the English-Kazakh and Russian-Kazakh Pairs of Languages


The function of the implemented algorithm was editing the received translation (text in Kazakh, especially compound or complex sentences) through machine translation systems (translation from English or from Russian into Kazakh).



In our programming implementation, post-editing was done at the level of a simple sentence. Therefore, it was necessary to determine the type of given sentence, whether it was simple or complex. If the sentence was complex, then we broke it into simple sentences. After post-editing, the separated simple sentences were put back together into a complex one. When dividing a complex sentence into simple ones and when recombining simple sentences into a complex one, it was necessary to consider the features (determining the boundaries of simple sentences and determining the type of connection) of a complex sentence in the Kazakh language. At this stage, the algorithm for determining the type of offer was triggered.



A step-by-step definition of a type of the complex sentence is shown below in Algorithm 1:



	Algorithm 1: The algorithm for determining a type of the complex sentence



	1. Obtaining a text.

2. Breaking a text into sentences.

3. Sentences were checked for a match according to the rule template using the FuzzyWuzzy library for fuzzy comparison.

 If there were several matches, proceed to step 4.

 If it matches, then this was a complex sentence of type X (the type of a complex sentence that matched); proceed to step 5.

 If it did not match, this was a simple sentence; proceed to step 5.

4. When there were multiple matches, the type with the highest match value was selected.

5. End








Rule templates were composed using regular expressions that considered the syntactic structure of a complex sentence. To develop templates and for further experiments, a parallel corpus of complex sentences was collected in three languages (Kazakh, Russian, and English) (see Table 1). Members of our scientific team manually collected this corpus from various sources (news portals, books, publications, etc.).



The Kazakh, Russian and English languages have their own syntactic rules for compiling complex sentences. Knowing these rules (formulae), you can determine the types of complex sentences. You can also improve the quality of the translation of complex sentences by knowing the syntactic rules for compiling complex sentences for each language. Table 2 considers the formation of compound sentences in English, Russian, and Kazakh. For each type of complex sentence, rules were developed using regular expressions based on the sentence’s syntactic structure and based on the analysis of examples of complex sentences (see Table 2).



In the post-editing of a text, you first need to determine the type of sentence: simple or complex. Then for the post-editing of complex sentences, the task of determining the type of a complex sentence arose. Text editing was performed at the level of sentences, and therefore, it was essential to determine the type of complex sentence for the correct reverse connection of sentences. Rule templates written through regular expressions were used to determine the type of complex sentences (shown in Table 2).



In the second stage, grammatical errors were edited at the level of morphology (nominal and verb endings). To perform this check, we compared two sentences (a complex sentence with a morphological characteristic in Kazakh and a complex sentence with a morphological characteristic in English or Russian) to identify inconsistencies. Morphological characteristics of sentences were taken through the morphological analyzer of the Apertium platform [17,18,19]. If there was a discrepancy, then this meant that you needed to edit according to the algorithm below. If there were no discrepancies, then we left the proposals unchanged.



Designations:



sl_text—text in the source language (Russian or English);



tl_mtext—text in the target language (Kazakh) obtained through machine translation;



sl_text_tag, tl_mtext_tag—marked up view of the above texts.



A step-by-step process of editing the complex sentence is shown below in Algorithm 2:






	Algorithm 2: The algorithm for editing a complex sentence



	
	
Obtaining texts in source and target languages (sl_text, tl_mtext).



	
Performing morphological markup of texts and getting marked-up texts (sl_text_tag, tl_mtext_tag).



	
Sorting through the texts by sentences and determining the type of sentence. If it was a complex sentence, then proceed to paragraph 4. If it was a simple sentence, then proceed to paragraph 5.



	
Complex sentences were divided into simple sentences.



	
Checking the structure of the offer by matching PoS tags (also considering the volume of the offer). If there were differences, then proceed to step 6. Otherwise, proceed to step 10.



	
If there was a difference in the characteristic tag, then these sentences were checked for errors in grammatical forms. Proceed to step 7.



	
For example, if in the source sentence, the verb was in the form “<fut><p3><sg>”, but in the target sentence, it was in the form “<aor><p3><sg>”, we checked if the form “<fut><p3><sg>” was comparable to the form “<past><p3><sg>” when translated. If yes, then there was no error. And if not, then this was a grammatical error. To fix it, proceed to step 8.



	
Finding an ending (new_zhalgau) comparable to the form “<fut><p3><sg>”. Here, the rules for correctly adding an ending to a word were considered.



	
Editing the verb in the target sentence by replacing old_zhalgau (an ending comparable to the form “<past><p3><sg>”) with new_zhalgau. Then, proceed to point 5.



	
End.













For the Russian-Kazakh pair, it was possible to apply the model of the order of internal sentences of a complex sentence during editing. In this case, the internal proposal’s place changed according to the scheme shown in Table 3 below during the proposal’s editing.



For the English-Kazakh pair, the internal clause order model of the compound sentence was not applied during editing. While editing a sentence, the place of the inner sentence was preserved.




4. Experiments and Results


To conduct the experiments described in this section, we used corpora manually collected by us (members of our scientific team). The parallel corpus of complex sentences was collected in three languages (Kazakh, Russian, and English) (see Table 1). This corpus was collected from various sources (news portals, books, publications, etc.). It is an open-source resource available on the GitHub repository [20]. The corpus volume is shown in Table 1.



The algorithm for determining the type of complex sentences was implemented in Python 3. The program worked based on regular expressions and with the FuzzyWuzzy package for fuzzy comparison and weight determination. The program was tested on a corpus of complex sentences assembled by the research group, supplemented by simple sentences. As you can see in Figure 1, when several templates matched a sentence, the option with the highest weight was selected from them.



Next, the prepared corpus for the test was run through a program that determined the type of a complex sentence. An incorrect definition of the type of a complex sentence (shown in Figure 2) occurred when the sentence had no conjunctions and when the sentence had long (meaning the number of words) homogeneous sentence members.



After determining the type of complex sentence, the text was checked for correctness in terms of grammar. The algorithm for editing complex sentences was also implemented with the Python 3 programming language. The program worked based on the rules that work on POS-tagging.



The program was tested on a corpus of complex sentences assembled by the research group. The original texts were translated through the less popular Kazakh-Russian MT to analyze and edit missed errors (see Figure 3).



At this stage, editing was performed at the level of language morphology and sentence structure. The following indicators were used to assess the quality of post-editing of Kazakh language translation: BLEU, WER, and TER. They are some of the well-known metrics for evaluating machine translation quality. BLEU was one of the first metrics to show a high correlation with human quality ratings. This metric was based on the idea that the closer machine translation is to professional human translation, the better it is [21]. This metric is still one of the most popular and widely used. WER (word error rate) is a general measure of the performance of a machine translation system [22]. TER (translation error rate) is a method used to predict the amount of post-editing of machine translation results [23]. The score (see Table 4) was calculated using BLEU, TER, and WER metrics.



In the BLEU metric, the higher the quality of a translation, the higher its score. For TER and WER metrics, it was considered that the lower the score, the better since fewer edits were required. A high score, in turn, meant that additional changes would be required during the post-editing of the translation. According to the evaluation results of the metrics for Russian-Kazakh, it was slightly better than for English-Kazakh. Since our approach is based on rules, it was impossible to cover all cases with rules and required careful analysis. At this stage of the work, the results were obtained with an improvement for Russian-Kazakh BLEU, which increased from 41 to 45, and for English-Kazakh BLEU, which increased from 43 to 46. Solving this problem is still underway. After each stage, we analyzed the obtained results. Based on this analysis, we concluded what improvements are still required.




5. Conclusions and Future Work


Semantic connection in complex sentences in the Kazakh language is provided through the correct use of punctuation marks, connecting words, and forms of verbs. To provide a semantic connection in a complex sentence, we first had to determine the type of complex sentence. Then we used a rule-based approach to edit the complex sentence at the level of simple sentences. If we looked at the errors encountered in the machine translation of complex sentences, we saw that most errors were associated with verbs. When translating complex sentences, the verb form was not preserved, which is very important for the semantic connection of sentences. The following tasks were performed to solve this kind of problem:




	-

	
A corpus of complex sentences was assembled, aligned in parallel in English, Kazakh, Russian, and Kazakh;




	-

	
Development and implementation of an algorithm for determining the type of complex sentences for post-editing Russian-Kazakh and English-Kazakh machine translation;




	-

	
Development and implementation of an algorithm for post-editing complex sentences of Russian-Kazakh and English-Kazakh machine translation.









Many machine translation systems (except Google and Yandex) still lag in terms of the quality of the translation of complex sentences. As a result of translation in such systems, the structure of a complex sentence collapses and loses its main meaning. To eliminate this kind of problem, you must implement machine learning technology. At this time, the corpus (data) is being collected and supplemented for application to machine learning technologies. More specifically, in the future, we are going to connect the use of a recurrent neural network to the rule-based approach. Work is also underway to create dictionaries to connect to machine learning to edit semantic inconsistencies in Russian-Kazakh and English-Kazakh translations. In the future, the analysis and application of the approach developed by the authors can be applied to related languages, such as Kyrgyz, Tatar, Turkish, etc.
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Figure 1. Calculating the similarity weight of a sentence to a pattern of complex sentence types using the FuzzyWuzzy package. 






Figure 1. Calculating the similarity weight of a sentence to a pattern of complex sentence types using the FuzzyWuzzy package.



[image: Information 13 00411 g001]







[image: Information 13 00411 g002 550] 





Figure 2. (a,b) Results of the program for determining the type of a complex sentence. 
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Figure 3. Fragment of the result of the text editing program. 
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Table 1. Quantitative data of the corpus of complex sentences.
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Types of Complex Sentences

	
Quantity of Sentences




	
In Kazakh

	
In Russian

	
In English






	
Complex Sentences (Sabaqtas Qurmalas)




	
Adversative expression

  (Qarsylyqty bagynyngqy-sabaqtas)

	
101

	
101

	
101




	
Expression behavior of action

  (Qimyl-syn bagynyngqy-sabaqtas)

	
100

	
100

	
100




	
Purpose expression

  (Maqsat bagynyngqy-sabaqtas)

	
100

	
100

	
100




	
Time expression

  (Mezgil bagynyngqy-sabaqtas)

	
150

	
150

	
150




	
Reason expression

  (Sebep bagynyngqy-sabaqtas)

	
70

	
70

	
70




	
Conditional expression

  (Shartty bagynyngqy-sabaqtas)

	
200

	
200

	
200




	
Compound Sentences (Salalas Qurmalas)




	
Sequential compound sentence

  (Kezektes salalas)

	
100

	
100

	
100




	
Opposite compound sentence

  (Qarsylyqty salalas)

	
254

	
254

	
254




	
Causal compound sentence

  (Sebep-saldar salalas)

	
70

	
70

	
70




	
Selective compound sentence

  (Talgauly salalas)

	
100

	
100

	
100




	
Explanatory compound sentence

  (Tusindirmeli salalas)

	
100

	
100

	
100




	
Ynggailas salalas

	
200

	
200

	
200
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Table 2. Rules for complex sentences.






Table 2. Rules for complex sentences.





	
Complex Sentences

	
Kazakh

	
Russian

	
English






	
1

	
2

	
3

	
4




	
COMPLEX SENTENCES (SABAQTAS QURMALAS)




	
Adversative expression

	
‘\w+(((са(|м|ң|ңыз|қ|ңдар|ңыздар) да)|(се(|м|ң|ңіз|к|ңдер|ңіздер) де))|((г|к)ен((|ім|ің|і|дерің|дері)мен|(іңіз|іміз|деріңіз) бен)|(ғ|қ)ан ((|ым|ың|ы|дарың|дары)мен|(ыңыз|ымыз|дарыңыз)бен))|(((г|к)ен ((ім|ің|дерің)е|(і|дері)не|(|іңіз|іміз|деріңіз)ге)|(ғ|қ)ан((ым|ың|дарың)а|(ы|дары)на|(|ыңыз|ымыз|дарыңыз)ға)) қара(май|мастан))| (((г|к)ен(ім|ің|іңіз|і|іміз|дерің| деріңіз|дері)|(ғ|қ)ан(ым|ың|ыңыз|ы| ымыз|дарың|дарыңыз| дары)) болмаса)|((аz|е|й|ып|іп|п)(\ )(тұра| тұрып))|((ма|па|ба) са(|м|ң|ңыз|қ|ңдар|ңыздар)|(ме|пе|бе)се(|м|ң| ңіз|к|ңдер| ңіздер))|((|ма|па|ба)стан|(|ме|пе|бе)стен)|((ғ|қ)анша| (г|к)енше))(|\ )\,\ \w+’

	
Если\w+

	
If\w+




	
Conditional expression

	
‘\w+((се(|м|ң|ңіз|к|ңдер|ңіздер)|са(|м|ң|ңыз|қ|ңдар|ңыздар))|((м|п|б)(ай|ей|айынша|ейінше))|(((ғ|қ)ан(|ым|ың|ыңыз|ымыз|дарың|дарыңыз)да)|((г|к)ен(|ім|ің|іңіз|іміз|дерің| деріңіз)де)))(|\ )\,\ \w+’

	
Если \w.+, \w.+

\w.+, если \w.+

	
If \w.+, \w.+

\w.+ if \w.+




	
1

	
2

	
3

	
4




	
Time expression

	
‘\w+(((ғ|қ)анда|(г|к)енде)|(((ғ|қ)анға|(г|к)енге) (д|ш)ейін)|(((ғ|қ)аннан| (г|к)еннен) (кейін|соң|бері))|(((ғ|қ)ан|(г|к)ен) (сайын|кезде|сәтте|соң| уақытта|шақта))|((ғ|қ)анша|(г|к)енше)|((ғ|қ)алы|(г|к)елі)|((м|б|п)(а|е)с бұрын)|((ы|)сы|(і|)сі)мен| ((а|)рда|(е|)рде)|(са(|м|ң|ңыз|қ|ңдар| ңыздар)|се(|м|ң|ңіз|к|ңдер|ңіздер)))(|\ )\,\ \w+’

	
когда, пока, прежде чем, покамест, едва, как только, как, как вдруг, с тех пор как, в то время как, до тех пор как, по мере того как и др. (Предложение), [предложение ]

	
when, as, while, before, after, since, as long as, till/until, whenever, as soon as, by the time, the moment that, hardly … when, no sooner … than, once, immediately, the first/last/next time (sentence), [sentence]




	
Expression behavior of action

	
‘\w+(((а|е|й|ып|іп|п)(|-ақ))|((м|п|б)(астан|естен))|((ған|ген|қан|кен) (күйі|қалпы|бойы))|(дай|дей|тай|тей)|(((ғ|қ)андай|(г|к)ендей) болып))(|\ )\,\ \w+’

	
как, что, чтобы, словно, как будто, точно; (sentence), [sentence]

	
как, as if, as though (sentence), [sentence]




	
Reason expression

	
‘\w+(((ғ|қ)андықтан|(г|к)ендіктен)|(((ғ|қ)аны|(г|к)ені) үшін)|(((ғ|қ)ан| (г|к)ен) соң)|((м|б|п)(а|е)й)|(ып|іп|п|а|е|й)| ((((а|й)(мын|сың|сыз| ды|мыз|сыңдар|сыздар))|((е|й)(мін|сің| сіз|ді|міз|сіңдер|сіздер))| ((ар|р)(|мын|сың|сыз|мыз|сыңдар|сыздар))|((ер|р)(|мін|сің|сіз|міз| сіңдер|сіздер))|((ғ|қ)ан(|мын|сың|сыз|быз|сыңдар|сыздар))|((г|к)ен (|мін|сің|сіз|міз|сіңдер| сіздер))|((ып|п)(ты|пын|сың|сыз|пыз| сыңдар|сыздар))|((іп|п) (ті|пін|сің|сіз|піз|сіңдер|сіздер))|((а|й)тын (|мын|сың|сыз|быз|сыңдар|сыздар))|((е|й)тін(|мін|сің|сіз|біз|сіңдер| сіздер))) деп))(|\ )\,\ \w+’

	
так как, поскольку, ибо, потому что, оттого что, из-за того что, вследствие того что, благодаря тому что, в связи с тем что, тем более что, затем что и др. (), []

	
The reason why (), []

Because of/on account of/due to + существительное




	
Purpose expression

	
‘\w+(((м|п|б)(ақ|ек|ақшы|екші) (болып|боп))|((у|с) үшін)|(((\ екен)| са(|м|ң|ңыз|қ|ңдар|ңыздар)|се(|м|ң|ңіз|к|ңдер|ңіздер)|(ғай|қай)(|мын|сың|сыз|мыз|сыңдар|сыздар)|(гей|гей)(|мін|сің|сіз|міз|сіңдер|сіздер)|(а|е|)(йын|йін|йық|йік)|(ы|і|)(ң|ңыз|ңіз)(|дар|дер)|(сын|сін)) деп)|(((қы|ғы)(м|ң|ңыз|сы|мыз| ларың|ларыңыз|лары)|(кі|гі)(м|ң| ңіз|сі|міз|лерің|леріңіз|лері)) (келіп|келмей)))(|\ )\,\ \w+’

	
чтобы, дабы, с тем чтобы, затем чтобы, для того чтобы, союзов-частицам только бы, лишь бы;

	
in order to/so as to + инфинитив




	
COMPOUND SENTENCES (SALALAS QURMALAS)




	
Explanatory compound sentence

	
‘\w+ (соншалық|сонша|соншама|соншалықты|сондай)(\ |)(\,|(\-|\–|\—))(\ |)\w+’

	
\w+, что

\w+:

	
\w.+.that \w.+.

\w+:




	
Selective compound sentence

	
‘\w+((\ |)\,(\ |))(не|немесе|я|яки|болмаса|(я болмаса)|(не болмаса)|әйтпесе|әлде)(\ |)(\,|)\ \w+’

	
\w+, либо

\w+, иначе

	
\w+, or,

\w+, otherwise




	
Sequential compound sentence

	
‘\w+((\ |)\,(\ |))(кейде|біресе|бірде)\ \w+’

	
\w+, иногда

\w+, а иногда

	
\w+, sometimes

\w+ and sometimes




	
1

	
2

	
3

	
4




	
Opposite compound sentence

	
‘\w+((\ |)\,(\ |))(бірақ(|\, сонымен бірге)|алайда|(сонда да)|дегенмен|(әйтсе де)|(сөйтсе де)|әйткенмен)(\,|)\ \w+’

	
\w.+.однако \w.+.

\w.+.но \w.+.

.хотя \w.+.\w.

	
\w.+.but \w.+.

\w.+.although \w.+.

.although \w.+.\w.




	
Ynggailas salalas

	
‘\w+ және \w+’,

	
\w+, и \w+

\w+ и \w+

	
\w+ and \w+




	
‘\w+ (д|т)(а|е). \w+’,

	
\w+, и \w+

\w+ и \w+

	
\w+ and \w+




	
‘\w+ әрі \w.+, әрі \w.+ ‘,

	
\w+ и \w.+, и \w.+

\w+ ни \w.+, ни \w.+

	
\w+, and \w+




	
‘\w+ әрі \w+’

	
\w+ и \w+

\w+, да \w+

	
\w+ and \w+




	
Causal compound sentence

	
‘\w+((\ |)\,(\ |))(себебі|өйткені|(сол себепті)|сондықтан|(неге десеңіз)|(неге десең))(\ |)(\,|)\ \w+’

	
По смыслу, знаки(:, -)

	
Within the meaning, signs (:, -)
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Table 3. Model of the order of internal sentences of a complex sentence.
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Sentence Type in Kazakh

	
Order of Internal Sentences in Kazakh

	
Sentence Type in Russian

	
Order of Internal Sentences in Russian






	
SALALAS QURMALAS (with conjunctions)

	
Compound Sentences




	
Ynggailas salalas

	
[MS1*] және [MS2*]

	
Compound sentences with connecting conjunctions

	
[MS1*] и [MS2*] <==> [MS2*] и [MS1*]




	
[MS1* __ әрі __], [әрі MS2*]

	
И [MS1*], и [MS2*] <==> И [MS2*], и [MS1*]




	
Talgauly salalas

	
[MS1*], әйтпесе (әлде, немесе) [MS2*]

	
Compound sentences with disjunctive conjunctions

	
[MS1*], или (либо) [MS2*] <==> [MS2*], или (либо) [MS1*]




	
Kezektes salalas

	
[MS1* ... бірде ...], бірде [MS2*]

	

	
То [MS1*], то [MS2*] <==> [MS1* ... то ...], то [MS2*]




	
Біресе [MS1*], біресе [MS2*]

	
То [MS1*], то [MS2*] <==> То [MS2*], то [MS1*]




	
Sebep-saldar salalas

	
[MS1*], сондықтан [MS2*]

	

	
[MS1*], поэтому [MS2*] <==> [MS2*], так как [MS1*]




	
SABAQTAS QURMALAS

	
Complex Sentences




	
Shartty bagynyngqy-sabaqtas

	
(DS* ... v1), [MS*]

	
Complex sentences of conditions

	
(Если ... DS*), [MS*] <==> [MS*], (если ... DS*)




	
Qarsylyqty bagynyngqy-sabaqtas

	
(DS* ... v2), [MS*]

	
Compound sentences of concession

	
(Хотя ... DS*), [MS*] <==> [MS*], (хотя ... DS*)




	
Mezgil bagynyngqy-sabaqtas

	
(DS* ... v3), [MS*]

	
Complex sentences of time

	
(Когда ... DS*), [MS*] <==> [MS*], (когда ... DS*)




	
Sebep bagynyngqy-sabaqtas

	
(DS* ... v4), [MS*]

	
Complex sentences of reason

	
(Поскольку ... DS*), [MS*] <==> [MS*], (поскольку ... DS*)




	
Qimyl-syn bagynyngqy-sabaqtas

	
(DS* ... v5), [MS*]

	

	
(DS*), [MS*] <==> [MS*], (DS*)




	
Maqsat bagynyngqy-sabaqtas

	
(DS* ... v6), [MS*]

	
Complex sentences of purpose

	
(Чтобы ... DS*), [MS*] <==> [MS*], (чтобы ... DS*)








* MS is the main sentence; DS is the dependent sentence; vn is a group of verbs with different endings (shown in Table 1).
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Table 4. Evaluations of post-editing of complex sentences in English-Kazakh and Russian-Kazakh translation.
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	BLEU
	WER
	TER





	YANDEX translator—Russian-Kazakh
	41
	0.52
	0.53



	Proposed approach—Russian-Kazakh
	45
	0.43
	0.45



	YANDEX translator—English-Kazakh
	43
	0.58
	0.58



	Proposed approach—English-Kazakh
	46
	0.49
	0.51
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