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Abstract: Previous evidence suggests that temperature is associated with the number of emergency
department (ED) visits. A predictive system for ED visits, which takes local temperature into account,
is therefore needed. This study aimed to compare the predictive performance of various machine
learning methods with traditional statistical methods based on temperature variables and develop a
daily ED attendance rate predictive model for Hong Kong. We analyzed ED utilization among Hong
Kong older adults in May to September from 2000 to 2016. A total of 103 potential predictors were
derived from 1- to 14-day lag of ED attendance rate and meteorological and air quality indicators
and 0-day lag of holiday indicator and month and day of week indicators. LASSO regression was
used to identify the most predictive temperature variables. Decision tree regressor, support vector
machine (SVM) regressor, and random forest regressor were trained on the selected optimal predictor
combination. Deep neural network (DNN) and gated recurrent unit (GRU) models were performed on
the extended predictor combination for the previous 14-day horizon. Maximum ambient temperature
was identified as a better predictor in its own value than as an indicator defined by the cutoff.
GRU achieved the best predictive accuracy. Deep learning methods, especially the GRU model,
outperformed conventional machine learning methods and traditional statistical methods.

Keywords: emergency department; machine learning; temperature; older adult; Hong Kong

1. Introduction

Global warming is becoming an increasingly important concern worldwide. The
global surface temperature rose by 1.09 ◦C in 2011–2020 as compared to 1850–1900 and
the continuous rise was projected to exceed 2 ◦C during this century [1]. In metropolitan
areas, the air temperature, especially at nighttime, is amplified by urban heat island (UHI)
effect [2]. The older population is vulnerable to extreme heat due to their impaired physi-
ological ability to regulate heat [3]. Previous studies have demonstrated the association
between heat exposure and increased Emergency Department (ED) attendance risk. A
United Kingdom (UK) study demonstrated a 0.6% increase in daily ED attendance risk in
people aged 65–74 with 1 ◦C increase in mean ambient temperature [4]. In Asia, increased
risk of ED visits due to cardiovascular diseases and respiratory diseases among older adults
was also shown to be associated with high indoor temperatures (such as 31 ◦C lasting over
one hour) during the hot season in Taiwan [5,6]. While temperature had been used as
predictor for ED visits in many studies, its prediction performance varied. A previous study
found that meteorological information, including daily mean temperature, improved the
predictive performance of a hierarchical Bayesian model on daily ED visits [7]. In contrast,
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there were evidence showed that incorporating climatic factors (including mean, maximum,
and minimum ambient temperature) did not improve the predictive performance [8,9]. A
recent study using linear regression reported association between ED visits and heat stress
defined by Universal Thermal Climate Index, which incorporated ambient temperature,
humidity, wind speed, and radiant temperature into an index [10].

Globally, EDs face increasing emergency care demand, especially with an aging popu-
lation. Older adults are reported as frequent users of EDs [11,12]. In the United States (US),
the ED usage of older people aged 65 or over increased by 25% from 2001 to 2009 [13]. The
growing demand accompanied by the shortage of healthcare resources might increase the
workload of healthcare providers and adversely affect care quality, which may in turn de-
crease patients’ satisfaction and prognosis outcomes, or even increase the mortality rate [13].
Service providers have taken actions to address those issues by adopting strategies on
regulating patient flow and improving the capacity of EDs. However, the effectiveness of
these strategies relies heavily on reliable forecasts of ED visits and an early warning of the
peaks of future patient flow. Therefore, there is a need to have an accurate prediction of
healthcare utilization to help healthcare providers facilitate medical resources in advance,
in case of summer surges.

Most previous studies have used conventional statistical models, such as time series
models or regression models, to predict ED demand based on records of previous ED
visits. Autoregressive integrated moving average (ARIMA) and its variations were a class
of widely applied time-series data prediction models. The model eliminated the non-
stationarity of data by initial differencing and made the prediction based on the history
of time-series data. However, it was difficult to incorporate covariates and unstable to
changes in observations and model specification [14]. Generalized linear models (GLMs)
were simpler to implement compared to ARIMA. Previous studies demonstrated that
GLMs outperformed ARIMA in predicting ED visits [8,15]. However, GLM were usually
inefficient for big data volumes and prone to noise and overfitting. While conventional
statistical models are more useful in inferring associations between variables, machine
learning methods are superior in predictive tasks with capability of handling non-stationary
data and robustness to outliers [16].

Machine learning methods have been applied to healthcare utilization prediction tasks
since the last decade. For example, a previous study predicted hospital bed demand in
ED attendances by support vector machine (SVM) and demonstrated 80% accuracy, which
was comparable with experienced physicians [17]. Besides, ensemble learning methods,
such as random forest (RF) and gradient boosting classifier (GBC), were also demonstrated
as effective models for ED prediction [18]. Artificial neural network (ANN) was the most
popular machine learning method used to predict ED visits. A US study applied an ANN
classifier to forecast the peaks of ED demand due to respiratory diseases and achieved high
classification accuracy [19]. A study from Hong Kong identified that ANN was superior
to regression models in modelling the association between contributing predictors and
daily non-critical patient arrivals at a local emergency department [20]. The ARIMA-ANN
hybrid model, a variation of ANN, was demonstrated to outperform both linear regression
and ARIMA in predicting the ED demand [21]. Advanced deep learning methods, such as
deep neural network (DNN) and recurrent neural network (RNN), have been increasingly
used to model massive electronic health records (EHRs). However, their application in
prediction of healthcare utilization is scarce. Initial evidence showed that convolutional
neural network (CNN), an advanced ANN with convolutional cells, and long short-term
memory (LSTM), an efficient recurrent unit based on RNN architecture achieved better
predictive performance than conventional machine learning models [16].

Over the past decade, there has been a significant increase in ED service demand
accompanied by population growth and aging in Hong Kong. Meanwhile, global warming
has taken its toll in the subtropical city Hong Kong. There was an average rise of 0.13 ◦C
per decade from 1885 to 2021, with an accelerated growing trend reaching 0.31 ◦C per
decade from 1992 to 2021 [22]. In addition, the urban heat island effect is prominent
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in Hong Kong, resulting from the high-density compact urban setting. The frequency,
magnitude, and duration of extreme hot weather have been estimated to keep increasing
during this century [23]. The extreme weather conditions have a noticeable negative
effect on the residents’ health. Literature demonstrated that females and members of the
older population were the most affected populations in Hong Kong during extremely hot
weather [23]. Prior evidence also suggested that the help-seeking behavior of the older
Hong Kong population significantly increased when they were exposed to hot weather,
and females were even more sensitive to elevated temperature [24]. The public-funded
healthcare providers in Hong Kong also encountered summer surges in recent years in
addition to winter surges. It was reported that hospitalizations increased by 4.5% for every
1 ◦C increase in mean daily temperature above 29 ◦C [25]. There were always long queues
in EDs of Hong Kong; the average waiting time ranged from 1 h to over 8 h. A reliable
prediction model of ED attendance in Hong Kong remains lacking. Existing predictive
models developed from other populations are specifically trained to serve the forecast
needs in countries with different physical environments from Hong Kong and thus cannot
be directly applied to Hong Kong. Hence, it is essential to develop a local model for
application purpose in Hong Kong. Even though temperature was demonstrated to be
associated with ED visits, its predictive ability and relative importance in the predictive
model remains ambiguous. Besides, the choice of predictors is still a challenge in training
predictive models especially when there are various measures of temperature. For instance,
the predictor can be the daily minimum, maximum, or mean temperature at their own
values, while the other option is to transfer these variables into indicators by a threshold.
For own values, it is direct, but a possible U-shape may occur if the choice of the period
under study is not starting with the tip of the U-shape. For the use of indicators, it can
reduce the redundancy with the categorization, but the determination of the threshold is
critical, and the information entropy decreases.

This study aimed to: (i) comprehensively compare the predictive performance of
traditional statistical method, conventional machine learning approach, and advanced deep
learning approach in predicting ED attendance rate; and (ii) identify the optimal predictive
model that can be applied to Hong Kong. The findings of this study were of practical value.
First, researchers around the world could repeat the algorithm with their local data and
develop prediction models for their own settings. Second, service providers in Hong Kong
could apply the prediction algorithm to better plan for ED resources. Third, the public
could also be alerted with the high-risk period and initiate preventive measures.

2. Materials and Methods
2.1. Data Sources

Daily healthcare utilization data of ED admission for older people aged 65 and above
from 1 January 2000 to 31 December 2016 were obtained from the Hong Kong Hospital
Authority. Since the Hong Kong Hospital Authority manages all Accident and Emergency
Departments under the public hospitals in Hong Kong, these data reflect all Hong Kong
ED utilization at public hospitals. Population statistics were obtained from the Census
and Statistics Department of Hong Kong. Daily maximum/mean/minimum ambient
temperature data from the Hong Kong Observatory (HKO) Headquarter station were
extracted from the HKO. Air quality data in terms of general Air Quality Health Index
(AQHI) were obtained from the Environmental Protection Department of Hong Kong
government [26].

2.2. Outcomes

The primary outcome of this study was the gender-specific daily ED attendance rate,
which was measured as the daily ED attendance per 100,000 population.
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2.3. Predictors

Previous works in the literature have reported predictors of ED utilization, includ-
ing maximum, mean, and minimum ambient temperature [25,27,28]. We included the
maximum, mean, and minimum ambient temperature from 1 to 14 days lag, resulting in
42 continuous variables. The lag of 1 to 14 days was chosen since the maximum number
of lag studied in the literature was 13 [29], although shorter lags were considered else-
where [23]. According to the HKO’s extreme hot weather warning system, Very Hot Day
(VHD) was defined as daily maximum ambient temperature ≥ 33 ◦C and Hot Nights (HN)
was defined as daily minimum ambient temperature ≥ 28 ◦C). We further included VHD
and HN from 1 to 14 days lag, resulting in 28 binary indicators of extreme hot weather.

Apart from ambient temperature, we have a base variable set comprising 33 variables.
We included ED attendance rates of lags 1 to 14 days, as there was evidence about au-
toregressive nature of the ED attendance [30]. AQHI was also included, since previous
literature suggested that air pollution (ozone, nitrogen dioxide, sulfur dioxide, and par-
ticulate matter) was associated with short-term health risk, which may lead to hospital
admissions [26]. We included lags 1 to 14 days of the daily general AQHI. A binary variable
indicating whether the day was a holiday (including Sunday) was included to control the
holiday effect. Finally, we exploited four sine- and cosine-transformed variables, two in a
pair, to describe the cyclical patterns of month and day in the week across years [31]. An
example of sine- and cosine-transformed month variables is visualized in Figure S1.

A total of 103 potential predictors, including the base set (33 variables), the ambient
temperature set (42 variables), and the extreme hot weather indicator set (28 variables)
were included (Table S1).

2.4. Statistical Analysis

We excluded data in 2003 to avoid the impact of the SARS outbreak in Hong Kong.
A training data set comprising 10-years’ data (2000 to 2010, excluding 2003) was used to
develop the models. A validation data set comprising three-years’ data (2011 to 2013) was
used to select the optimal model. A testing data set comprising three-years’ data (2014 to
2016) was used to evaluate the performance of the model. Since the ED data is time-series
data, we split the data in this way instead of random splitting.

We adopted typical models covering all of the three classes of predictive models
(i.e., traditional statistics models, conventional machine learning models, advanced deep
learning models). We applied linear regression (i.e., GLM with Gaussian distribution
assumption) from traditional statistical models; decision tree, SVM and random forest from
conventional machine learning models, and DNN and GRU from advanced deep learning
models, based on their relative superior performance from literatures [16,17,32]. A detailed
process of the analysis is presented in Figure 1.

We applied the least absolute shrinkage and selection operator (LASSO) regression
to select significant predictors from the candidate ambient temperature variable set and
the candidate extreme hot weather indicator set separately to identify the significant
predictors within each set. In each gender subgroup, we applied 10-fold cross validation
on the standardized data to find the optimal hyperparameter and substituted it back to the
regression formula to shrink the scale of candidate variables. We removed variables with
zero coefficient and kept the rest as selected variables. We then fit a linear regression model
(Model 1) by including the base variable set (i.e., ED attendance rates and general AHQI at
lags 1–14, the current holiday indicator, and paired month and week indicating variables).
Then, Model 2 was built on Model 1 plus the selected ambient temperature variables; and
Model 3 was built on Model 1 plus the selected extreme hot weather indicators. We applied
linear regression to evaluate the performance of the three models on the test data set in
terms of evaluation metrics (see Formula (2) and (3)). The model with the best performance
was named as the baseline model. The variables in the baseline model were chosen to be
used in the machine learning algorithm. Based on the variables in the baseline model, we
applied 10-fold cross validation to decide the hyperparameters of conventional machine
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learning models: decision tree, support vector machine (SVM), and random forest. Then,
we tested the predictive ability of each model from conventional machine learning and
the baseline model from linear regression. This would inform us if conventional machine
learning could have better prediction performance than the linear regression given the
same set of predictors. On the other hand, deep learning methods could do the feature
selection automatically without the need to go through the feature selection step, although
the shortcoming is that the selected feature was not visualized. We tested the performance
of deep learning models based on two methods, namely deep neural network (DNN) and
gated recurrent unit (GRU), and compared with those from conventional machine learning
models. For deep learning, an extended feature set had to be used as all of the features had
to be on the same 14-day horizon (1–14 lags).
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Decision trees and SVM are two conventional machine learning methods in regression
and classification tasks. The decision tree generates the optimal tree structure by deciding
the feature and the split at each node [33]. In contrast, SVM aims at optimizing a maximum-
margin hyperplane to achieve the best prediction performance [33]. Compared with the
ordinary least squares (OLS) method, decision trees and SVM support non-linear solutions.
Random forest is an efficient ensemble learning method that operates by constructing many
base learners (decision tree). It follows the bagging method and bootstrap sampling and is
less prone to overfitting than the decision tree and gives a more generalized solution [34].
A deep neural network (DNN) is an extension of artificial neural network (ANN) with a
minimum of three stacked hidden layers followed by a non-linear activation function [35].
Figure 2 describes the structure of DNN in our study. The blue circles denote the input
vector containing previous 14-day ED attendance rate, general AQHI, calendar information
(i.e., holiday, month, and week indicators), and extended chosen ambient temperature
variables and extreme hot weather indicators from Model 1–3 comparison. Each orange
circle is a neuron within the hidden layers (layers between the input layer and the output
layer), which assigns weights to inputs and passes on the values through an activation
function as outputs. We used a rectified liner unit (ReLU) activation function [36]. We
fine-tuned the hyperparameters (including the hidden layer structure, learning rate, and
batch size) based on the predictive performance on the validation data set. The red circle is
the output where we generate the predicted ED attendance rate in our study.
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A GRU model is a transformed recurrent neural network (RNN) with a gating mecha-
nism. Figure 3 shows the inner implementation of GRU, which is constructed by a reset
gate (rt), an update gate (zt), and a candidate status (ht) to decide what information can
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be passed to the output [37]. xt denotes the input vector, which was composed by ED
attendance rate, general AQHI, calendar information, ambient temperature variables, and
extreme hot weather indicators at time t. ht is the output vector of current unit and it passes
the kept information to another stacked GRU. The orange bricks denote a fully connected
layer with activation function. The formula is presented as follows.

zt = σ(Wxzxt + Whzht−1 + bz)
rt = σ(Wxrxt + Whrht−1 + br)

ht = tanh(Wxhxt + rt � ht−1 + bh)
ht = (1 − zt)� ht−1 + zt � ht

(1)

where W denotes weight parameters, � denotes elementwise product (Hadamard prod-
uct) operator.
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For model evaluations, we adopted two widely adopted evaluation metrics to compare
the predictive performance of each model: root mean square error (RMSE) and normalized
root mean square error (NMSE). The corresponding formulae are

RMSE =

√
∑n

i=1(yi−ŷi)
2

n
(2)

and
NRMSE = RMSE

ymax−ymin
(3)

where yi and ŷi denote the observed and predicted current ED attendance rate in the test
set, respectively; n denotes the number of observations; ymax and ymin denote the maximum
and minimum values of observations separately.

The optimal value of RMSE is zero, with lower values indicating better predictive
performance. NRMSE normalizes RMSE by the scale of observation and makes the result
comparable across datasets and scales. It also indicates better fitting with minor value. In
the public health area, a predictive model with a NRMSE less than 30% is regarded as an
effective model [38].

All analyses were conducted in Python version 3.8.5 [39]. Linear regression, decision
tree, SVM, random forest, and DNN were implemented using the Sklearn package [40].
GRU was developed using the PyTorch package [41].
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3. Results
3.1. Data Descriptions

From May to September 2000 to 2016 (except 2003), the daily ED attendance rate
varied, in general, between 140 to 200 per 100,000 population. A higher attendance rate
was consistently observed in males (Figure 4).
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In the hot seasons, the mean temperature generally varied between 25 ◦C and 35 ◦C.
Substantially higher frequencies of VHD and HN were observed in 2009 and the most
recent three years (2014–2016) than in previous years (see Figure S1). Hong Kong remained
a low level of air pollution with the health risk straying moderate and lower (AQHI ≤ 6)
most of the years (see Figure S2). After 2009, few days with very high health risk of air
pollution (AQHI > 8) were observed (see Figure S3).

3.2. Selection of Predictors by LASSO

After LASSO selection, we identified 11 out of 42 ambient temperature variables
(previous 14-day maximum/mean/minimum daily temperature) and 19 out of 28 extreme
hot weather indicators (previous 14-day VHD and HN) for the female group. The num-
bers of selected ambient temperature variables and extreme hot weather indicators for
the male group were 10 and 17, respectively. These selected variables are presented in
Table 1. Among the ambient temperature variables, maximum daily temperature was most
commonly selected. Among the extreme hot weather indicators, VHD was slightly more
commonly selected than HN.

In Model 1 (ED attendance on previous 14-day ED attendance and general AQHI, with
current calendar information), the predictive performance for the female group (RMSE:
8.53 × 10−5, NRMSE: 12.05%) and the male group (RMSE: 9.04 × 10−5, NRMSE: 12.47%)
were both good. Model 2 (ED attendance on the same predictors as Model 1 plus those
LASSO-selected ambient temperature variables) achieved better performance than Model 1
for both female (RMSE: 8.44 × 10−5, NRMSE: 11.93%) and male groups (RMSE: 8.87 × 10−5,
NRMSE: 12.23%). Model 3 (ED attendance on the same predictors as Model 1 plus those
LASSO-selected extreme hot weather indicators) had the worst performance among the
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three models for both female (RMSE: 8.68 × 10−5, NRMSE: 12.27%) and male groups (RMSE:
9.20 × 10−5, NRMSE: 12.69%). Detailed information is listed in Table 2. Hence, Model 2
was chosen as the baseline model, with the optimal variables composed by previous 14-day
ED attendance and general AQHI, current calendar information, and the LASSO-selected
ambient temperature variables presented in Table 1.

Table 1. LASSO selected ambient temperature variables for each group.

Female Male

Ambient
Temperature

Variables

Extreme Hot
Weather Indicators

Ambient
Temperature

Variables

Extreme Hot
Weather Indicators

Max 2 VHD 1 Max 1 VHD 1
Max 8 VHD 2 Max 4 VHD 3
Max 10 VHD 3 Max 6 VHD 4
Max 11 VHD 4 Max 7 VHD 5
Max 12 VHD 5 Max 9 VHD 6
Max 13 VHD 6 Mean 2 VHD 7
Max 14 VHD 7 Min 6 VHD 9
Mean 6 VHD 9 Min 7 VHD 11
Min 1 VHD 12 Min 10 VHD 13
Min 12 VHD 13 Min 12 HN 3
Min 13 VHD 14 HN 4

HN 1 HN 5
HN 2 HN 6
HN 3 HN 7
HN 6 HN 8
HN 7 HN 12

HN 11 HN 14
HN 13
HN 14

Count 11 19 10 17
Note. Max denotes maximum temperature; Mean denotes mean temperature; Min denotes minimum. Tempera-
ture; VHD denotes very hot day; HN denotes hot night, and the numbers denote lags.

Table 2. Predictive performance of three linear regression models with different predictor combinations.

Methods

Groups Metric Model 1 Model 2 Model 3

Female RMSE (10−5) 8.53 8.44 8.68
NRMSE 12.05% 11.93% 12.27%

Male RMSE (10−5) 9.04 8.87 9.20
NRMSE 12.47% 12.23% 12.69%

Note. Model 1 denotes base set; Model 2 denotes base set plus candidate ambient temperature variables; Model
3 denotes base set plus candidate extreme hot weather indicators. RMSE denotes root mean square error and
NMSE denotes normalized root mean square error.

3.3. Predictive Performance of Machine Learning Methods

On the optimal variable combination, the performance of the conventional machine
learning methods were tested on the same test dataset. The results show that random
forest (Female: RMSE: 9.18 × 10−5, NRMSE: 12.97%; Male: RMSE: 10.23 × 10−5, NRMSE:
14.10%) achieved better performance than decision tree (Female: RMSE: 11.24 × 10−5,
NRMSE: 15.88%; Male: RMSE: 11.66 × 10−5, NRMSE: 16.01%) and SVM (Female: RMSE:
21.62 × 10−5, NRMSE: 30.5%; Male: RMSE: 20.41 × 10−5, NRMSE: 28.15%) for both sexes
(Table 3). However, none of these methods improved the predictive accuracy of the baseline
model on this task. Then, deep learning methods DNN and GRU models were tested
on the extended variable combination. The GRU model achieved the best performance
in both female (RMSE: 7.98 × 10−5, NRMSE: 11.28%) and male (RMSE: 8.52 × 10−5,
NRMSE: 11.75%) groups. DNN (Female: RMSE: 8.30 × 10−5, NRMSE: 11.73%; Male: RMSE:
8.75 × 10−5, NRMSE: 12.08%) also obtained slightly improved predictive accuracy than
baseline but not better than the GRU model. (Table 3). The ground-truth observations, the
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linear regression (baseline), and the GRU predictions are shown in Figure 5. Compared
with the baseline model, GRU showed a better ability in capturing the peaks.

Table 3. Predictive performance of model comparison among baseline model, conventional machine
learning methods and deep learning methods.

Methods

Groups Metric Linear Regression (Baseline) Decision Tree Random Forest SVM DNN GRU

Female RMSE (10−5) 8.44 11.24 9.18 21.62 8.30 7.98
NRMSE 11.93% 15.88% 12.97% 30.5% 11.73% 11.28%

Male RMSE (10−5) 8.87 11.66 10.23 20.41 8.75 8.52
NRMSE 12.23% 16.01% 14.10% 28.15% 12.08% 11.75%

Note. RMSE denotes root mean square error and NMSE denotes normalized root mean square error.
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4. Discussion

With the development of machine learning methods, many advanced methods have
been developed and have achieved better performance than previous methods. This
study compared the predictive performance of ambient temperature variables at their
own value and those using these variables as indicators, as well as the predictive power
among various models, including traditional statistical method (i.e., linear regression),
three typical conventional machine learning approaches (i.e., decision tree, SVM, and RF),
and two widely-adopted deep learning approaches (i.e., DNN and GRU) in predicting daily
ED attendance rate, using Hong Kong as an example. Also, we were the first to compare the
ability and shrink the candidate pool to a reasonable size by use of LASSO. We also applied
state-of-the art deep learning methods in the ED prediction task and suggested how to
apply the model in practice. It was found that ambient temperatures at their own values
had better predictive power than those indicators defined by cutoffs, and the advanced
deep learning approaches had better predictive performance than traditional statistical
models and conventional machine learning with acceptable computational complexity.

Literature using ambient temperature at its own value or as an indicator defined by
thresholds for prediction purpose were mixed. Some researchers reported that heat waves
defined by VHD and HN were associated with excess mortality [42]. On the other hand,
some researchers reported hospital admissions as a function of ambient temperature [25].
Another local study used thresholds of various meteorological variables to define extreme
weather in the prediction of mortality among older adults [43]. In a local study using time
series approach to study suicide death among older adults in summer, it was reported that
minimum temperature at its own value had the best predictive power for violent method
suicides, but maximum ambient temperature exceeding a threshold of 32.7◦C was better at
predicting non-violent method suicides [44]. In clinical studies, categorization of continu-
ous variables is common and it also helps simplify analyses and leads to more interpretable
results [45]. Moreover, binarization potentially conceals any non-linearity between the
variable and the outcome [45]. However, dichotomizing a variable leads to excessive infor-
mation loss, thus reducing its statistical power. The considerable within-group variability
after categorization may be suppressed. Our results supported these conclusions with
evidence that temperature variables at their own values had better predictive performance
than extreme hot weather indicators. This implies that temperature variables at their own
values are more effective predictors, as they contain essential information in predicting
ED attendance rates. The data-driven predictor selection approach also showed that daily
maximum ambient temperatures were more important than mean and minimum ambient
temperatures in predicting ED attendance rates, which might be due to their ability to
reflect the more extreme hot weather.

Most previous studies were limited to application of one kind of machine learning
model and had mixed conclusions when comparing the predictive performance among
different models [20,32]. Our study included state-of-the-art machine learning models,
including base learner (i.e., decision tree and SVM), ensemble learning model (i.e., random
forest) and deep learning models (i.e., DNN and GRU). We found that random forest
outperformed decision tree and SVM with a maximum of 2.91% and 14.62% improvement
regarding NRMSE, which was consistent with the previous literature that ensemble learning
methods had better performance than base learners and supported the effectiveness of the
dragging mechanism and the bootstrap sampling [34]. However, these three conventional
machine learning methods did not outperform the linear regression model with a minimum
of 1.04% lower regarding NRMSE. This is in agreement with a previous study [32], which
also found that simple methods such as penalized linear regression models were better or
at least comparable with ensemble learning methods such as GBC and random forest to
predict ED demand in England. Decision tree, SVM and random forest were conventional
machine learning models that were not designed for time-series predictive tasks, which
did not fit well for the increasing or decreasing trends of time-series data. Besides, the
increased algorithm complexity might decrease the performance when the number of
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variables was prominent, and when the data size was relatively small. A review also
indicated that machine learning models were more suitable to pioneering fields with large
data volume, such as radio diagnostics, precision medicine and omics [46]. Meanwhile,
deep machine learning approaches, namely DNN and GRU, outperformed linear regression
and conventional machine learning models studied in both female and male groups. Up to
date, GRU is one of the state-of-the-art machine learning algorithms, in the way that the
gating mechanism effectively handles data with timestamps by repeatedly updating gates
and resetting gates to keep important information and remove irrelevant information [47].
LSTM has been applied to ED predictive tasks in a previous study and achieved better
predictive accuracy for moderate-term prediction compared to CNN and random forest,
with a 1.49% improvement of current day prediction than CNN and 2.06% improvement
than random forest regarding mean absolute percentage error (MAPE) [16]. While the
mechanism of LSTM indicates it can remember longer sequences theoretically, GRU usually
had better performance than LSTM with faster training speed and lower memory cost on
low complexity sequences in practice [48]. Still the application of GRU in predicting ED
visits is in the nascent stage. Our study showed GRU achieved the best performance among
all models with 0.71%, 1.69%, and 4.3% improvement over linear regression, random forest,
and decision tree separately regarding NRMSE in the female group and similar results in
the male group, supporting GRU as a suitable method for predicting ED visits regardless
of gender. Even though the performance improvement of GRU was not considerable in
value, its ability in capturing the peaks of ED visits revealed its potential application as an
early signal of ED unit utilization.

As older people are vulnerable to hot weather, it is essential to develop a targeted
predictive model for the older Hong Kong population. Although there are both winter and
summer surges in ED visits, the summer surge was not given enough attention. Hence, our
study filled a knowledge gap by focusing on the prediction of ED visits by older adults in
the hot season in Hong Kong. As GRU showed the optimal prediction power, we attempt
to apply GRU to build an ED visit forecast system, so that the healthcare providers can
rely on the sequential predictions to allocate resources for the coming period. We first
pre-train a GRU model, store it in a reliable server, and build portal links from the web or
mobile devices. The healthcare providers can get access to the precise prediction of ED
attendance rates in the coming period through the website, mobile app, or messages, and
thus be able to plan for the potential surge. Although the prediction for the coming day is
validated, based on the feature of GRU that the predictive period is extensible, we can also
provide longer-term predictions (say, for one to two weeks in advance) for the healthcare
providers. Although 9-day weather forecasts are available in Hong Kong, the sequential
prediction does not require such input since the GRU can internally model the temperature
pattern based on the data with 1–14 days lag and predict future ED visits. Thus, no extra
information is needed to do the prolonged sequential prediction compared to traditional
methods. Nevertheless, it is admitted that the predictive performance will decline as the
prediction period gets longer and longer. Meanwhile, this study is a proof-of-concept
study to demonstrate the feasibility of real-time predictions. Firstly, the dataset we used
for training and testing spans more than a decade, whereas the predictive accuracy is still
demonstrated competitive on the testing dataset. Thus, our model will likely be applicable
for the future data. Secondly, the variables we selected are strictly based on previous
literatures and robust selection algorithms, which are practical for real-time predictions.
Lastly, the deep learning method, GRU we used to build our model, is of superior gen-
eralization ability, which extracts effective features and identifying patterns adaptively
by approximating complex non-linear functions, and thus is robust for unobserved data
over the time. Nevertheless, the COVID pandemic might affect the current pattern of ED
admission. However, our model is convenient to adapt to the changes by retraining at low
memory cost and fast speed. Therefore, for future studies, we may retrain the prediction
rule regularly using the most updated data. Other variables such as the hospitalization of
COVID confirmed cases and the trend of COVID need to be included in future model. A
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real time training and prediction model should also be explored to enhance the timeliness
and thus the usefulness of the predictions. With the advancement in the machine learning
techniques, more advanced models may perform more accurate predictions. Researchers
should keep on investigating better models.

Apart from the ED healthcare providers, the general public and other health and
social services providers should also get access to the forecast system and be informed of
the sequential prediction results. A high predicted ED visit rate implies a higher health
risk. Although we cannot claim causation with an observational study, the population,
particularly the older adults, would still be well-advised to take preventive measures, such
as staying in cool places and maintaining adequate fluid intake, to ameliorate adverse
health risk from extreme hot weather. Future studies with more vigorous experimental
designs should be conducted to facilitate health and social services providers to develop
heat action plans to protect vulnerable populations.

The strength of our study includes the long-time data series used. We used a 10-
year data for training and three-year data for validation and testing, respectively, which
significantly increased the reliability of our predictive model. Although we achieved high
predictive performance of ED attendance rate prediction, there was limitation related
to the lack of the cause-specific or hospital-specific ED attendance information, limiting
more efficient application to Eds. Further works are needed to develop cause-specific
and hospital-specific prediction models for more targeted warnings. Secondly, we did
not decide the optimal lag time, although we covered a moderate interval to balance
the short-term and long-term effect. Prolonged lag effect or dynamic lag effect will be
assessed in future studies. Further work will also include more meteorological variables
such as relative humidity, wind speed, and sunshine duration as potential predictors.
The data used in this study were only collected up to 2016. Future studies are needed to
revisit the situation using the most updated, or even real time data. In this study, we only
compared the machine learning methods with one type of traditional statistical methods,
namely linear regression. Moreover, not all available machine learning methods were
attempted in this study. Comparisons with other traditional statistical methods and other
machine learning methods should be performed in future studies in order to complete
the comparisons.

5. Conclusions

To our knowledge, this was the first study to comprehensively compare the predictive
ability of linear regression, conventional machine learning methods, and advanced deep
learning methods, with prediction of the ED attendance rates in Hong Kong as illustra-
tion. We found that deep learning methods, especially the GRU model, outperformed
conventional machine learning methods and traditional statistical methods. Future ro-
bust predictive system for ED attendance could be developed based on GRU model with
ambient temperatures at their own values as predictors. Such predictions could provide
healthcare providers and the older Hong Kong population timely ED crowding forecasts.
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//www.mdpi.com/article/10.3390/info13090410/s1, Figure S1: Visualization of sine and cosine
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Frequency of general AQHI in hot season from 2000 to 2016. Table S1: A summary of potential
predictors used in developing the prediction models.
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