
����������
�������

Citation: Schalkwijk, A.; Yatsu, M.;

Morita, T. An Interactive Virtual

Home Navigation System Based on

Home Ontology and Commonsense

Reasoning. Information 2022, 13, 287.

https://doi.org/10.3390/

info13060287

Academic Editor: Ryutaro Ichise

Received: 25 February 2022

Accepted: 2 June 2022

Published: 6 June 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

  information

Article

An Interactive Virtual Home Navigation System Based on
Home Ontology and Commonsense Reasoning
Alan Schalkwijk 1, Motoki Yatsu 2 and Takeshi Morita 2,*

1 Graduate School of Science and Engineering, Aoyama Gakuin University, Sagamihara 252-5258, Japan;
alan.s@kfxbiglobe.ne.jp

2 College of Science and Engineering, Aoyama Gakuin University, Sagamihara 252-5258, Japan;
yatsu@it.aoyama.ac.jp

* Correspondence: morita@it.aoyama.ac.jp

Abstract: In recent years, researchers from the fields of computer vision, language, graphics, and
robotics have tackled Embodied AI research. Embodied AI can learn through interaction with the real
world and virtual environments and can perform various tasks in virtual environments using virtual
robots. However, many of these are one-way tasks in which the interaction is interrupted only by
answering questions or requests to the user. In this research, we aim to develop a two-way interactive
navigation system by introducing knowledge-based reasoning to Embodied AI research. Specifically,
the system obtains guidance candidates that are difficult to identify with existing common-sense
reasoning alone by reasoning with the constructed home ontology. Then, we develop a two-way
interactive navigation system in which the virtual robot can guide the user to the location in the
virtual home environment that the user needs while repeating multiple conversations with the user.
We evaluated whether the proposed system was able to present appropriate guidance locations as
candidates based on users’ speech input about their home environment. For the evaluation, we
extracted the speech data from the corpus of daily conversation, the speech data created by the
subject, and the correct answer data for each data and calculated the precision, recall, and F-value.
As a result, the F-value was 0.47 for the evaluation data extracted from the daily conversation corpus,
and the F-value was 0.49 for the evaluation data created by the subject.

Keywords: navigation system; home ontology; dialog system; common-sense reasoning

1. Introduction

In recent years, research has been conducted on Embodied AI [1], which attempts
to solve various tasks rooted in complex environments where various objects exist using
agents such as virtual robots that learn in the real world or virtual space. In order to solve
these tasks in complex environments, it is necessary to integrate technologies from various
fields, such as computer vision, computer graphics, natural language processing, artificial
intelligence, robotics, and navigation, which are necessary to identify rooms and objects in
the environment.

Traditional research on computer vision and natural language processing has been
developed by Internet AI, which focuses on pattern recognition of images and text. In
contrast, Embodied AI focuses on the ability of a virtual robot to see, hear, speak, and move
in a virtual space. Examples of major tasks in Embodied AI include object navigation [2–5],
Embodied Question Answering (EQA) [6–9], Vision-and-Language Navigation (VLN) [10],
and Vision-dialog Navigation (VDN) [11,12].

Object navigation is a task in which a virtual robot is placed at a random position to
find a specific object in the environment. The virtual robot is equipped with two sensors,
an RGB-D camera and a GPS compass, and uses the visual information obtained from these
sensors and information about the current position and orientation of the virtual robot.
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EQA is a task in which a virtual robot randomly placed in a virtual environment
moves and perceives the surrounding environment in order to answer the user’s questions.
The questions asked by the user are related to the rooms and objects in the environment,
and the robot can answer questions such as the color of the objects, which room they are in,
and what kind of objects are in the room.

VLN is a task where agents learn to navigate the environment by following natural
language instructions. VDN is a task in which a human gives unspecified instructions,
such as those given in a home environment, and a virtual robot responds and guides the
human. The VDN aims at learning a virtual robot that can automatically guide a human in
an unfamiliar place, such as a language tele-operated home robot or an office robot, when
the robot does not know where to go next.

In recent years, at the Embodied AI workshop held in conjunction with the CVPR
(Conference on Computer Vision and Pattern Recognition) (https://embodied-ai.org/
accessed on 1 June 2022), competitions on the above-mentioned Embodied AI have been
held, and various methods and systems are being researched and developed.

In conventional Embodied AI research, tasks such as object navigation and EQA can
be solved by a one-way dialogue in which the robot responds to the user’s request, such
as navigating to the specified object to complete the task. In EQA, the robot responds to
the user’s question while moving through the environment. In addition, VDN is a task
that takes appropriate actions in response to human instructions. However, many of the
instructions include specific directions such as “go to bedroom”. In addition, it is difficult to
identify the location of the guidance system in the environment from ambiguous requests
such as “I’m hungry” using only conventional common-sense reasoning. Therefore, in
order for the virtual robot to be able to respond to ambiguous requests from the user, it is
necessary for the user and the virtual robot to have multiple conversations and to infer an
appropriate guidance location using common-sense knowledge and home ontology that
incorporates information about the virtual environment.

The objective of this research is to develop a two-sided interactive navigation system
by introducing knowledge reasoning techniques to the study of Embodied AI. Specifically,
based on knowledge of the home environment and common-sense reasoning, we attempt
to solve a task in which a virtual robot can reason about the user’s intentions while
interacting with the user multiple times and guide the user to the location in the virtual
home environment that the user needs.

Our contributions are as follows:

1. We proposed a method for presenting candidate guides from ambiguous requests
based on home ontology and common-sense reasoning.

2. We proposed a method for constructing home ontology from a VirtualHome environ-
ment graph semi-automatically.

3. To evaluate the proposed method, we created a dataset consisting of pairs of “utter-
ances about ambiguous requests in the home” and “objects or rooms in VirtualHome
associated with those requests.”

The rest of this paper is organized as follows. Section 2 describes the related works,
and Section 3 describes the proposed system and its components. Section 4 describes the
evaluation data, the evaluation method, and the results and discussion of the evaluation
experiments. Finally, the conclusion is given in Section 5.

2. Related Works

In this section, we introduce object navigation, EQA, VDN, a dialogue system related
to this research, and research on inference (Commonsense Knowledge Graph, Home
Ontology) necessary for the inference of candidate guides.

2.1. Object Navigation

Ref. [2] proposes a modular system called “Goal-Oriented Semantic Exploration”,
which builds an episodic semantic map and uses it to explore the environment efficiently

https://embodied-ai.org/
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based on the goal object category. The proposed method achieves state-of-the-art per-
formance on the object goal navigation task and won the CVPR2020 Habitat ObjectNav
challenge.

Ref. [3] proposes a simple neural-symbolic approach for object navigation in the
AI2-THOR environment [13]. The proposed method takes raw RGB images as input and
uses a spatial memory graph as memory to store object and location information. The
results demonstrate that the method can perform near-perfect object navigation tasks in a
simple kitchen environment.

ObjectGoal Navigation (OBJECTNAV) is an embodied task wherein agents are to
navigate to an object instance in an unseen environment. Prior works have shown that
end-to-end OBJECTNAV agents that use vanilla visual and recurrent modules, e.g., a
CNN+RNN, perform poorly due to overfitting and sample inefficiency. Ref. [4] instead
re-enables a generic learned agent by adding auxiliary learning tasks and an exploration
reward. The agents achieve 24.5% success and 8.1% Success weighted by Path Length (SPL),
a 37% and 8% relative improvement over prior state-of-the-art, respectively, on the Habitat
ObjectNav Challenge. Ref. [5] proposes a large-scale study of imitating human demonstra-
tions on tasks that require a virtual robot to search for objects in new environments—(1)
ObjectGoal Navigation and (2) PickPlace. Towards this, [5] collects a large-scale dataset of
70k human demonstrations for ObjectNav and 12k human demonstrations for PickPlace
tasks using the web infrastructure Habitat-Web (https://github.com/Ram81/habitat-web
accessed on 1 June 2022). Ref. [5] uses these data to answer the question: how does large-
scale imitation learning (IL) compare to large-scale reinforcement learning (RL)? Overall,
this work provides compelling evidence for investing in large-scale imitation learning.

From the above related studies, object navigation studies focus on navigating to an
object specified by its label in an unexplored environment [14]. On the other hand, we
focus on identifying relevant objects and rooms in the virtual home environment from the
user’s ambiguous requests through dialogue.

2.2. Embodied Question Answering

Ref. [6] proposes a new AI task: Embodied Question Answering (EQA), where an
agent spawned in an environment must intelligently navigate from an egocentric view to
gather the necessary information to answer visual questions about its environment. Ref. [6]
introduces the EQA dataset of visual questions and answers grounded in House3D [15].
The different question types test a range of agent abilities—scene recognition, spatial
reasoning, and color recognition.

Ref. [7] introduces Interactive Question Answering (IQA), the task of answering
questions that require an autonomous agent to interact with a dynamic visual environment.
There are several key challenges. The agent must be able to interact with objects in the
environment (such as opening the microwave, picking up books, etc.). The agent also
must be able to plan and execute a series of actions in the environment conditioned on
the questions asked of it. Unlike [7], our system is not able to interact with objects in the
environment and plan and execute a series of actions in the environment.

Ref. [8] proposes Multi-Target EQA (MT-EQA), extending the original EQA questions
from a limited single-target setting to a more challenging multi-target setting, which
requires the agent to perform comparative reasoning before answering questions. In
MT-EQA, Ref. [8] proposes six types of compositional questions that compare attribute
properties (color, size, distance) between multiple targets (objects/rooms). Unlike [8], our
system does not consider questions that have multiple targets.

Ref. [9] investigates a new AI task—Multi-Agent Interactive Question Answering—
where several agents explore the scene jointly in interactive environments to answer a
question. To cooperate efficiently and answer accurately, agents must be well-organized to
have balanced work division and share knowledge about the objects involved. Unlike [9],
this study does not use multiple agents.

https://github.com/Ram81/habitat-web
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The above studies cover more complex questions including multiple objects than
this study, but those questions include specific labels for objects and attributes. On the
other hand, our system differs from the related studies in that it can respond to ambigu-
ous requests that do not directly include labels for objects or rooms in the virtual home
environment.

2.3. Vision-Dialog Navigation

Robots navigating in human environments should use language to ask for assistance
and be able to understand human responses. To study this challenge, Ref. [11] proposes
Cooperative Vision-and-Dialog Navigation (CVDN), an English language dataset situated
in the Matterport Room-2-Room (R2R) simulation environment [16].

Vision-dialog navigation (VDN) also requires handling the language intentions of a
series of questions about the temporal context from dialogue history well and co-reasoning
both dialogs and visual scenes. Ref. [12] proposes a Cross-modal Memory Network (CMN)
to exploit the agent memory about both the linguistic interaction with the human and the
visual perception from the environment in the task of Dialog History (NDH) where the
dialogs between the navigator and the oracle are pre-annotated.

The main dialogue examples in VDNs are ambiguous ones, such as “Go to the room
with the bed”, rather than direct actions such as “Go right”. In this study, we use VDNs
to capture the images of the virtual robot and the ambiguous speech of the user to guide
the robot to the location. The goal of this study is to estimate and guide the user to the
location based on more ambiguous and everyday speech such as “I’m hungry”, as shown
in Figure 1, rather than specific instructions such as “Go to the room with the bed”, which
is assumed in VDNs.

In addition, in the related studies, the user speaks to the system, and the virtual robot
responds and takes actions appropriate for the task. In this study, the challenge is to achieve
a two-way dialogue between the user and the virtual robot and to clarify the location of
the guidance by having the virtual robot also talk about the virtual home environment, as
shown in Figure 1. As an approach to this issue, this study attempts to estimate the guide
location using common-sense reasoning and home ontology.

I	am	hungry

There	are	banana	and	cupcakes	
in	the	kitchen.
There	is	a	cupcake	in	the	living	
room.

I	want	to	eat	
a	cupcake.

The	cupcakes	are	in	the	living	
room	and	the	kitchen	room.
Which	would	you	like?

Figure 1. Example of interaction with the system.

2.4. Common-Sense Knowledge Graph

Previous research on common-sense knowledge include COMET-ATOMIC [17], a
common-sense knowledge graph with 1.33 million English entities and tuples of everyday
reasoning knowledge about events.

COMET-ATOMIC enables us to reason about everyday events and objects, as well
as human behavior and mental states in relation to certain events, based on 23 kinds of
common-sense relations. Using this knowledge graph, we have also created a language
model that performs inference based on two inputs: entity pointing at an event or a thing
and predicate denoting a relation. In this research, we use this learned language model to
infer the location of a guide from the user’s speech. In this study, we use three types of
common-sense relations: “events that humans cause in response to certain events”, “actions
that humans need to take in response to certain events”, and “places where certain objects
may be found”.
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2.5. Home Ontology

A knowledge retrieval framework for household objects and actions with external
knowledge [18] was created known as a home ontology built on VirtualHome. VirtualHome
contains a dataset of labels for human household actions and their textual and action script
representations. VirtualHome provides a dataset that consists of a set of labels, sentences,
and action scripts that describe human behavior in the home and objects that exist in the
home. Using this dataset, we have created an ontology of a series of actions and the objects
that appear in those actions. We have also constructed SPARQL queries for this ontology,
which can be used to answer questions about behaviors and objects in the home.

In this study, we use the COMET-ATOMIC language model introduced in Section 2.4
to extract nouns from its output that can be used to infer the target location for everyday
ambiguous speech. In order to identify which objects in the home environment can be
guided by class matching, we have created a new home ontology base that focuses on
the relationship between objects and rooms in a VirtualHome. In addition, the home
ontology created in this research has instances for all the properties and objects that exist
in the environment that are necessary for guidance. The details of the home ontology are
described in Section 3.5.

Another study of VirtualHome’s home ontology is [19]. Ref. [19] provides a system
that can simulate the activities of a virtual robot using VirtualHome, record the spatio-
temporal changes in the virtual space, and construct or extend an ontology of daily life
activities based on the data.

3. Proposed System

In this section, we describe the structure of the proposed system, the construction
procedure of the home ontology, and the dialogue based on common-sense reasoning.
In the proposed system, a user inputs a sentence into the system, and a virtual robot
responds and guides the user through the virtual home environment based on the dialogue
rules. We assume that the user and the virtual robot are walking together in the virtual
home environment and that they are looking at the same scenery (images of the virtual
environment sensed by the virtual robot’s camera). In this section, Section 3.1 describes
the system configuration, Section 3.2 describes the interface, Section 3.3 describes the
dialogue system, Section 3.4 describes the Embodied AI Simulator, Section 3.5 describes
home ontology, Section 3.6 describes knowledge-based reasoning, and Section 3.7 presents
an example run of the proposed system.

3.1. System Configuration

Figure 2 shows the system configuration for this research. First, the conversation
between the user and the system is conducted in text format through the interface. When a
user inputs an utterance, the intention and entity of the utterance are extracted through the
natural language understanding module in the dialogue system. The dialogue management
module then determines the system’s response based on the intentions, entities, and
dialogue rules. When a virtual robot is to guide the user based on the dialogue rules, an
action script is specified to move the robot, and the action is executed on the Embodied
AI simulator based on the script. In case the user’s speech is ambiguous and it is difficult
to specify the location of the guidance, we use a reasoning module that utilizes the home
ontology and common-sense reasoning to infer the location of the guidance from the speech.
Next, we discuss the rationale for selecting the frameworks and models used to create each
module. First, for the interactive system, we surveyed the latest papers on dialogue system
frameworks [20–23] and compared Rasa with other frameworks. As a result, we found
that Rasa is superior for the following reasons:

• It can extract intentions and entities from user input sentences;
• Its ability to configure dialogue rules and slots;
• Capable of executing programs created by the user based on dialogue rules;
• Can be integrated with existing interfaces;
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• The development scale is large, and the framework is well documented and easy
to use.

Second, we describe our reasons for selecting Embodied AI. We compared Embod-
ied AI simulators [13,24–31] by referring to a survey paper on the latest Embodied AI
simulators [1]. We selected our Embodied AI simulators based on the following criteria:
the richness of their object states and inter-object properties and their ability to provide a
home-like environment. Among the simulators, we decided to use VirtualHome because
it represents the home environment using an environment graph, and it is easy to use
to create knowledge about the home environment. Finally, knowledge-based reasoning
uses COMET-ATOMIC, which provides a model capable of making the common sense
inferences needed to infer guide locations from ambiguous utterances.

Construction

Spoken	
sentence

Response	
sentence

Dialog	System
(Rasa)

Action,
Dialog information

Embodied AI
Simulator

(VirtualHome)

User Dialogue	
Management

Inference	of	
Speech	Content

Action	
Execution

Intent,
Entity

Action	ScriptNatural	language	
understanding

Automatic	data	set	generation

Knowledge-based	
reasoning

Developer

Interface
(Telegram)

Home	Ontology
Dialog
Rules

Common	Sense	Knowledge
(COMET-ATOMIC)

Virtual	Robot

Figure 2. System configuration diagram.

3.2. Interface

This module is positioned at the interface of Figure 2. In this study, we use Telegram
(https://telegram.org accessed on 1 June 2022) as an interface because Telegram is an instant
messaging application that allows users to have conversations by text input. Telegram is
used as a dialogue interface in this study because it is easy to introduce and is used by
many people and because it can be linked with the dialogue system created by Rasa [32],
the dialogue framework used in this study. Ngrok (https://ngrok.com accessed on 1 June
2022) is used for communication between Telegram and the dialogue system, as shown in
Figure 3. Ngrok is a service that can expose a network service running on a local PC to the
outside world. The output of the dialogue system is exposed to the outside world using
ngrok and is sent to Telegram, the interface, via the net. Similarly, when a user sends input
to Telegram, it is sent to the dialogue system via the net, thus enabling collaboration.

Interactive	Systems
(Rasa)

Network	Service
(ngrok)

Interface
(Telegram)

Figure 3. Linking dialogue systems and interfaces.

3.3. Dialogue System

This module is positioned in Figure 2’s dialogue system.

https://telegram.org
https://ngrok.com
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3.3.1. Overview

To build this dialogue system, we use Rasa [32], an open-source dialogue framework
for developing task-oriented dialogue systems, which is roughly divided into a natural lan-
guage understanding module and a dialogue management module. The natural language
understanding module shown in Figure 4 prepares a dataset of example dialogs corre-
sponding to user-created intentions, and through training, it is able to extract intentions
and entities from the user input. Then, the system performs dialogue based on the dialogue
rules created by the dialogue management module. The dialogue rules can determine the
output of the system in response to the intentions extracted from the user’s input.

In the example shown in Figure 4, when the user first says “I’m hungry”, the Natural
Language Understanding module extracts the intention “ambiguous”, which is the closest
example of the utterance “I’m hungry”. After the intention is extracted, the dialogue
management module decides which dialogue rule to execute. Here, there is a rule called
“-intent: ambiguous”, which is described under “steps:” and ambiguous. In this section,
the rule “-intent: ambiguous” is described under “steps:”, and if the intention “ambiguous”
is extracted, the action of the virtual robot described by “-action:” (hereinafter referred to
as “action”) in the following line is executed. The actions of the virtual robot described by
“-action:” (hereinafter referred to as “action”) include the execution of a specific speech or a
specific program written in Python by the user.

When executing an original program, as shown in Figure 5, a server called the “Rasa
Action Server” can be used. When a user needs to perform an original action according to
the dialogue rules, he or she can send to the server the action of the virtual robot described
in action, as well as system information such as user input, extracted intentions, and entities.
Using this information, a Python program created by the user can be executed and the
results returned to the dialogue system. For these reasons, we decided to use Rasa for
the development of the dialogue system in this study. In the next section, we introduce
the natural language understanding module, the dialogue management module, and the
system’s speech behavior.

examples:	|
-お腹がすいた
(I'm	hungry)
-腹が減ってきた
(I'm	getting	hungry)
-何か食べたい
(I	want	to	eat	something)

2022/2/7 4

steps:
- intent:	ambiguous
- action:	action_selecter
- action:	object_form
- active_loop:	object_form

- rule:	say	ambiguous	word

Dialogue	
Management

System

- intent: ambiguous

Natural	
Language	

Understanding

Intent
Intention	about	ambiguous	
speech
Speech	examples

Examples	of	ambiguous	
utterances

お腹がすいた
(I'm	hungry)

User

Intent:hungry
Natural	
language	

understanding

Dialogue	
Management

キッチンに
カップケーキがあります
(There	are	cupcakes	in	

the	kitchen.)
action:	…

Output	of	Dialogue	
Management

Output	of	Natural	
Language	Understanding

System	Action
(Execute	system	speech	
or	your	own	programs.)

Figure 4. Example of system input/output.
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Output	
results

System Rasa	Action	Seｒver

Execute	Python	programs	
specified	by	dialogue	rules

- action:	action_selector

Dialogue	
management

User	input	text
Intent
Entity

Send	system	
information

Receive	output	
results

Figure 5. Details of Rasa Action Server.

3.3.2. Natural Language Understanding Module

In this section, we describe the natural language module that we created in this
research. A natural language module is a module that extracts speech intentions and
entities from user speech. As a dataset for learning with the natural language module, we
created four intentions and 200 examples of utterances for these intentions. An example of
the dataset is shown in Figure 6. The user’s intentions are described after “-intent:”, and
examples of utterances in response to the intentions are described below “example: |”.
Table 1 shows some examples of intentions and their corresponding speech. In the example
of the “guide” intention, the part described in “[kitchen]“entity”: “guidename”” can be
extracted as an entity. It is possible to extract the part described in [] as an entity.

For example, when a user says “Please guide me to the bath”, “bath” is extracted as
the entity name “guidename”. The extracted entities can then be used in programs created
by the user via the Rasa Action Server.

- intent: greet
examples:|

- こんにちは (Hello)
- 元気かい (How are you?)
- おはよう (Good morning)

Figure 6. Example dataset description of the natural language module for greeting intentions.

Table 1. List of Natural Language Module Data Set Description.

Intention Intention Details Speech Examples Number of Speech Examples

greet User greeting utterances Hello 10
goodbye User’s utterances about farewell speech Goodbye 10

guide
Intentions about utterances from which

entities can be extracted and
from which no inference needs to be made

Please guide me
to [kitchen]

{“entity”: “guidename”}
15

ambiguous Intentions about ambiguous speech

I’m hungry
I’m thirsty

I’m a little tired
I’m getting sleepy

I need somewhere to sit

200

3.3.3. Dialogue Management Module

In this section, we describe the dialogue management module created in this research.
The dialogue management module determines the actions of the virtual robot based on
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the intentions extracted by the natural language module. In the dialogue management
module, we created six dialogue rules as data sets. The description of the dialogue rules is
shown in Figure 7. After “- rule:” is the name of the rule to be created, and after “steps:”,
the dialogue rules are written in order. When the intention specified in “- intent:” arrives,
the virtual robot will execute the action specified in “- action” below it. The details of the
dialogue rules and the actions of the virtual robot are shown below:

1. Rules for greeting rule:
When the intention “greet” is extracted, the robot’s behavior is to return the greeting.

2. Rules for farewell greeting:
When the intention “goodbye” is extracted, the robot’s behavior returns the greeting.

3. Rules for the case when the classification of intentions is not possible:
When the intention classification score is low in the natural language understanding
component, i.e., the intention cannot be extracted from the user’s speech, the inten-
tion “nlu_fallback” is returned, and the system responds with content that does not
understand the user’s speech.

4. Rules for greeting the user when the system starts up:
The system greets the user when the system starts up.

5. Rules for ambiguous speech:
This rule is used when an ambiguous utterance such as “I am thirsty”. is made, and
“ambiguous” is extracted by the Natural Language Understanding module. This rule
uses the reasoning module to find the best guidance candidate for the ambiguous
utterance and suggests it to the user. Then, after multiple conversations with the user,
the system identifies the guidance location and guides the user on VirtualHome. This
sequence of events is written in Python and executed through the Rasa Action Server.

6. Rules for cases where the name of the location is included and there is no need for
inference:
If the name of the location is extracted as an Entity in the speech, it is used to identify
the location by class matching with the home ontology, and if the Entity is not extracted
well, the location is inferred using the inference module.

- rule: Say goodbye anytime the user says goodbye
steps:|

- intent: goodbye
- action: utter_goodbye

Figure 7. Example of dialogue management module dataset description.

3.4. Embodied AI Simulator

This module is positioned in Figure 2’s Embodied AI Simulator. The Embodied AI
simulator simulates the behavior of a virtual robot in a virtual environment. We use Vir-
tualHome [19] for the Embodied AI simulator, which aims to simulate the activities in a
virtual home. The environment of VirtualHome is represented as the environment graph
shown in Figure 8. Semantic data such as rooms and objects, their identification numbers,
location coordinates, and object states are defined. In addition, the relationship between
each object described by “nodes” is represented by “edges”, which are defined as “from_id”
and “to_id”. The identification number of the object is specified by “from_id” and “to_id”,
and the relationship between the two objects is described by “relation_type”. For example,
Figure 8 shows that “character” (identification number 1) is inside “kitchen” (identifica-
tion number 2). In this research, we use this environmental knowledge to construct a
home ontology.

In VirtualHome, specific tasks can be performed using action scripts. The action script
is shown in Figure 9. It consists of the actions of the virtual robot, the rooms and objects
to be acted upon, and the identification numbers of the rooms and objects. For the action
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of the virtual robot, only [Walk] is used in this study since it is assumed that the robot
moves to guide the user to the target location. The names and identification numbers of
the rooms and objects to be acted upon are prepared as variables in the program, and
when the guidance location is identified through conversation with the user, the names and
identification numbers of the guidance location are referred to from the home ontology and
assigned to the respective variables for use. For example, if the user wants to be guided to
the living room through a conversation with the system, the system refers to its knowledge
of the home environment and obtains the name of the guidance location, “living_room”,
and the identification number, 1. Then, we assign them to the variables Object_Location and
Object ID, respectively, and finally create an action script named “[Walk] <living_room>
(1)”. Then, we create a script called “[Walk] <living_room> (1)” and make the virtual robot
move to the desired location.

{
"nodes":[

{
"id":1,
"class_name":"character",
"states":[],
"properties":[],
"obj_transform":[2.4563462,0.0,3.345231]

},{
"id":109,
"class_name":"kitchen",
"states":[],
"properties":[],
"obj_transform":[3.70599985,0.0,3.700024]

}
],
"edges":[

{
"from_id":1,
"to_id":109,
"relation_type":"INSIDE"

}

Figure 8. Part of the environmental graph.

Behavior of 
the virtual robot

Object to be acted upon Object ID

"[Walk] <Object_Location> (Object ID)"

Figure 9. Example action script.

3.5. Home Ontology

This module is positioned in Figure 2’s Home Ontology. There is prior work on
ontologies for behavior in VirtualHome. In this study, we created a new ontology because
we need information such as properties and Japanese labels for objects and rooms that exist
in VirtualHome. Figure 10 shows the construction procedure of the home ontology. In Step
1 of Figure 10, we extract the names of rooms and objects from all environment data in
the VirtualHome knowledge graph. In Step 2, we add the extracted data as classes of the
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ontology using DODDLE-OWL [33] and WordNet [34]. In Step 3, Japanese labels are added
to the added classes in order to perform Japanese dialogues. In Step 4, all environment
data are generated as an instance of the added class. In Step 5, we define properties to store
environment data such as location coordinates, identification number, and status in the
created instance. In addition, to facilitate guidance, we added a property to indicate in
which room an object exists. Owlready [35] is used for the ontology operations performed
in these steps.

In the end, the number of classes, properties, and instances of the home ontology
created was 239, 6, and 356, respectively. Figure 11 shows part of the class hierarchy of
the created ontology, and Table 2 shows the properties and their domains, ranges, and
descriptions. The namespace of each property shown in Table 2 uses the properties that
exist in schema.org. Furthermore, an example of the created instance is shown in Figure 12.
This ontology is written in RDF/XML format.

Table 2. Properties and their domains and ranges.

Property Domain Range Description

schema:identifier Matter, Object, Room xsd:int object ID
schema:longitude Matter, Object, Room xsd:double x coordinate
schema:latitude Matter, Object, Room xsd:double y coordinate

schema:elevation Matter, Object, Room xsd:double z coordinate
schema:object Object xsd:string object state

schema:containedInPlace Matter, Object Room location of the room
with the object

It is possible to identify candidate guides by matching the results of common sense
inference with the class hierarchy in Figure 11 and obtaining instances of the matched
classes. By using the property “containedInPlace” in Table 2, which indicates in which
room the identified candidate guide is located, it is possible to show the user in which
room the candidate guide is located. It is also possible to guide the user by obtaining the
object ID and its coordinates from the property from the candidate guide determined by
the interaction with the user.

Automatic	construction	of	
class	hierarchies	from	
environment	data	of	
objects	using	DODDLE-
OWL[Morita	2008]	

2
Manually	add	

Japanese	labels	to	the	
class

3

Checking	the	class	hierarchy

Home	
ontologyWordnet[Fellbaum	2005]

VirtualHome
Environment	Graph

Extracting	environment	
data	of	objects	from	
environment	graphs

1
Create	an	instance
from	environment	
data	of	objects	

4

Define	properties	such	
as	coordinates	and	
status	for	the	created	

instance

5

Figure 10. Home ontology construction procedure.
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owl:	
Thing

Room

Matter

Object

is-a
is-a

is-a

Kitchen

Living
Room

Liquid

Cleaner

Water

Milk

Barsoap

Dishwashing
liquid

Food

Furnishing

Seat

Bed

Cupcake

Cereal

is-a

is-a
is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

is-a

Figure 11. Part of class hierarchy.

Figure 12. Examples of instances in home ontology.

3.6. Knowledge-Based Reasoning

This module is positioned in Figure 2’s knowledge-based reasoning. In the proposed
system, the knowledge-based reasoning is used to reason about ambiguous utterances and
identify appropriate places to go. We use the home ontology and COMET-ATOMIC for
common-sense reasoning. The flow from user speech to location guidance based on the
home ontology and common-sense reasoning is described in Figure 13 and examples.

When a user inputs an ambiguous sentence such as “I am hungry” through Telegram,
COMET-ATOMIC, which was introduced in a related study [17], translates the sentence
into English as “I am hungry” in order to perform inference. Next, the translated English
sentence is input to COMET-ATOMIC, and the system uses three common-sense relation-
ships.These common-sense relationships use 23 types of common-sense relationships, check
the results of the acquired guidance candidates against the COMET-ATOMIC input/output
and home ontology, and select the ones with appropriate results.

1. xNeed
This relationship means “actions that humans need to take in response to certain
events”;

2. xEffect
This relationship means “events that humans cause in response to certain events”;
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3. AtLocation
This relationship means “places where certain objects may be found”.

It then extracts nouns from the output and obtains the names of places the user wants
to go and things the user wants, such as “kitchen” and “food”. The obtained names are
checked against the classes and subclasses in the home ontology. From the instances of
the matched classes, the system obtains the property values and Japanese labels related to
the location of the room and presents them to the user as candidates, such as “There are
cupcakes in the kitchen”. The user then communicates with the system via Telegram to
narrow down the location to be guided. If the user decides on a location, the system obtains
an identification number from the instance and guides the user using an action script.

In this way, the system presents several guidance candidates based on the inference
results of the user’s ambiguous utterances, and the user selects one from them, making it
possible to provide guidance using interactive dialogue.

User	Input1
Ambiguous	
speech

Translate	into	
English	and	input Extract	nouns

Perform	collation	to	find	
the	corresponding	class	

and	its	subclasses

Obtain	room	locations,	
Japanese	labels,	and	IDs	
of	instances	and	objects

Telegram

Suggests	which	room	
and	what	kind	of	

object	is	in	the	room	
as	a	candidate

Identify	instances	to	be	
guided	by	user	input

Using	the	ID	and	the	name	
of	the	guide	location

H
om

e	ontology

COMET-
ATOMIC

Inference	
results	
(nouns)

Guide	
candidate	
(class)

VirtualHome

Guide	
candidate	
(instance)

System	
output

User	Input2
A	sentence	that	identifies	
the	location	of	a	guide	from	

a	list	of	candidates

Guide	
location	

ID

User

Figure 13. The flow of location guidance from user’s speech based on.

3.7. Execution Example of the Proposed System

Figure 14 shows an example of dialogue in Japanese with the proposed system using
telegrams and its English translation. When the input “I’m hungry” is given in a dialogue,
Rasa’s natural language understanding component extracts the user’s intention to be
hungry from the input sentence. Based on the extracted intention and the dialogue rules, the
inference module is used to infer the location of the guide, and the program is executed to
identify the location through interaction with the user. The system outputs the information
about what is in which room as a candidate for guidance. Next, if the user specifies multiple
objects in different rooms, and the system is unable to identify one, it prompts the user to
choose which room to be guided to. When the room and the location of the object to be
guided are finally identified, the system will guide the user to the desired location through
a simulation using VirtualHome, as shown in Figure 15.
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Figure 14. Example of dialogue of the proposed system.

Figure 15. Result of simulation.

4. Evaluation
4.1. Outline of the Evaluation Experiment

In this evaluation experiment, we evaluate whether the system is able to present an
appropriate guidance location as a candidate based on the user’s speech input. In order to
evaluate the proposed system, we need input data that includes everyday speech in a home
environment. Since no existing dataset contains utterance data for the home environment,
we create a new dataset for the evaluation of the proposed system. Section 4.2 describes the
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method for creating the evaluation data, Section 4.3 describes the evaluation method, and
Section 4.4 describes the results and discussion of the evaluation experiment.

4.2. Data for Evaluation

Using the Corpus of Japanese Everyday Conversation (CEJC) [36], which collects
speech data on daily conversation, we generated 100 speech examples for evaluation as
input to our dialogue system using the procedure shown in Figure 16.

The first step is to obtain the classes related to objects in the home ontology and their
superclasses. Next, we extract all the Japanese labels from the classes we obtained. In
addition, we manually create human demands, states, and behaviors that are predicted
from each class. The extracted Japanese labels and words related to demands and states are
used as search candidates, and string searches are performed on the corpus of Japanese
daily conversation. From the search results, we select conversations that can be used in
the evaluation dataset. In addition, punctuation marks, personal names, metadata, etc.,
included in the selected conversations are removed, and the data are processed as a final
evaluation dataset.

In addition, we asked three subjects to cooperate in creating 100 utterances related to
daily conversation by referring to Figure 17 of the home environment and a list of rooms and
objects (shown in Table 3) that exist in the home environment and by predicting possible
utterances in that home environment. In the end, a total of 200 speech data extracted from
the corpus of Japanese daily conversation, and the speech data created by the subjects were
used as the data for evaluation.

Then, we asked the subjects to cooperate and select from among the choices of rooms
and things in the virtual home environment of VirtualHome that were related to each
utterance in the evaluation data. The selected data for all the subjects were combined to
form the correct answer data.

The dataset created and some of the results of the experiment are shown in Table A1
in Appendix A.

Table 3. Part of the objects and room options present in the home environment used in the evaluation
experiment.

Types Present in the Home Environment Name

Room bathroom, bedroom, kitchen, livingroom

Object
cupcake, plate, toilet paper,

towels, keyboard, washing machine,
mouse, sewing kit, etc.

Home	ontology

Get	classes	related	to	objects	in	the	
environment	and	their	superclasses

Extract	all	Japanese	labels	
that	represent	each	class

Label

Obtain	human	
requirements	and	states	
predicted	from	each	class

Request,	
State

Search	candidates

Corpus	of	Japanese	daily	
conversation

Search	in	corpus	using	
search	candidates

From	the	search	results,	select	
and	process	conversations	that	
can	be	used	as	a	data	set

Data	for	
evaluation

Class

Search	results

Figure 16. Procedure for creating a data set for evaluation.



Information 2022, 13, 287 16 of 25

Figure 17. Home environment used in the evaluation experiment.

4.3. Evaluation Method

We input the utterances of the evaluation dataset into the proposed system, and using
the output results and the correct answer data, we obtain the precision, recall, and the
F-value based on Equations (1)–(3), which are used as the evaluation values.

In Equation (1), the number of candidates that are correct answers in the guidance
candidates output by the system is divided by the number of all guidance candidates to
obtain the precision. In Equation (2), the number of candidates that are correct answers
in the guidance candidates output by the system is divided by the number of all correct
answers generated by the subject, and the recall is obtained. In Equation (3), the F-value is
calculated using the precision and recall rate calculated by Equations (1) and (2).

Precision =
The number of correct answers in the system output

The number of system outputs
(1)

Recall =
The number of correct answers in the system output

The number of all correct answers
(2)

F-value =
2 · Precision · Recall
Precision + Recall

(3)

4.4. Experimental Results

Table 4 shows the averages of the precision, recall, and F-value of the evaluation data
for each speech case. In this evaluation experiment, the F-values of the corpus of everyday
Japanese conversation and the examples of speech produced by the test subjects were 0.47
and 0.49, indicating that there was not much difference between them. The reason for
this is that the corpus of Japanese daily conversation and the speech examples created by
the test subjects are both related to daily life in the home environment, and there is not
much difference in the data sets. In addition, the F-values of the corpus are 0.47 and 0.49 in
both cases, suggesting that the system was able to provide users with some appropriate
guidance candidates.

Possible reasons for not being able to answer the user’s requests include the following:
the COMET-ATOMIC output results did not contain nouns and could not be successfully
matched with the home ontology due to the lack of noun extraction. The extracted nouns
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were not present in the class of the home ontology; the sentences entered into COMET-
ATOMIC were either too long or too short or were lacking a subject or object, and the
results could not be qualified.

Table 4. Average of precision, recall and F-value.

Evaluation Data Set Precision Recall F-Value

Japanese Corpus of Everyday Conversation 0.48 0.58 0.47
Examples of utterances created by subjects 0.48 0.62 0.49

4.5. Discussion

In this section, we will discuss the causes of the failure of the system to properly
output the guidance candidates based on the correct answers and failures in the actual
evaluation experiment results.

Table 5 shows the examples of speech translated into English, the system output,
and the correct answer data. Table 6 shows the input of COMET-ATOMIC, the English
translation, the output results, the results of class matching with the home ontology by
extracting nouns from the output results, and the Japanese labels of the matched classes.
From Table 6, we can see that the two candidate Japanese class labels for the system’s
output are “bedroom” and “bed”, which are used to obtain the “system output” shown in
Table 5. The precision and the recall are calculated using the class labels that are candidates
for guidance in the underlined system output and the correct answer data. The precision is
calculated using Equation (1) in the previous section. In the case of Table 5, the number of
correct answers in the system output is “bedroom” and “bed”, and the number of system
output will be two, “bedroom” and “bed”. The above two numbers were substituted into
Equation (1), and the result had a goodness of precision of 1.

The recall is calculated using Equation (2) in the previous section. In the case of Table 5,
the true number of correct answers is two of the correct answers, “bedroom” and “bed”,
and the number of outputs of the system is two, “bedroom” and “bed”. The above two
equations were substituted into Equation (2), and the result was a recall of 1.

The F-value of 1 was obtained by substituting the obtained precision and recall into
Equation (3). From this calculation result, it can be seen that the class can be successfully
matched from the home ontology that is a candidate for guidance from the output of
COMET-ATOMIC.

Table 7 shows an example of an unsuccessful speech, the system output, and the
correct answer data. Table 8 shows the input of COMET-ATOMIC and the output results.
In the case of the goodness-of-precision, as shown in Table 7, the number of correct answers
in the system output is 0 because no candidate class label was found, and the number of
outputs of the system is also 0. The above two numbers were substituted into Equation (1),
and the result of the calculation was a precision of 0.

For the recall, in the case of Table 7, the number of true correct answers is one of the
“fireplaces” in the correct answer data, and the number of outputs of the system is zero.
The above two equations were substituted into Equation (2), and the result was a recall
of 0. From this calculation result, we can see that the system did not output the guidance
candidates well. As for the cause of the failure, Table 8 shows that the output results of
the common-sense relationship between xNeed and xEffect indicate that the noun itself
cannot be obtained well because of the class matching on the home ontology. From the
output results of the common-sense relationship between AtLocation and xEffect, it can be
seen that the nouns for class matching can be obtained, but the nouns “park”, “car”, “city”,
“cold”, and “lake”, which have nothing to do with the home environment, are inferred. If
the nouns cannot be extracted from the output of COMET-ATOMIC, or if it outputs nouns
that do not exist in the home ontology, it may not be able to output guidance candidates
properly, resulting in failure. In order to obtain appropriate guidance candidates, it may be



Information 2022, 13, 287 18 of 25

necessary to construct a home ontology that can be searched using not only nouns but also
verbs and adjectives.

Table 5. Examples of correct utterances and system output.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

I’m feeling really sleepy. bedroom, bed I will take you to your bed 1.00 1.00 1.00
in your bedroom.

Table 6. COMET-ATOMIC input/output results and class matching results for the correct exam-
ple speech.

Example of Speech Commonsense COMET-ATOMIC Class Matching Results
Relation Output Result with Home Ontology

I’m feeling really sleepy.
xNeed “go to bed”, “early sleep”, “drink a lot” bed
xEffect “falls asleep”, “gets tired”, “gets sleepy” None

AtLocation “bed”, “house”, “hospital”, “bedroom”, “rest” bedroom

Table 7. Examples of failed utterances and system output.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

It’s so cold, is not it? Fireplace I could not find a candidate 0.00 0.00 0.00
for the guide.

Table 8. COMET-ATOMIC input/output results and class matching results for the failed exam-
ple speech.

Example of Speech Commonsense COMET-ATOMIC Class Matching Results
Relation Output Result with Home Ontology

It’s really cold, is not it?
xNeed “to go outside.”, “none” None
xEffect “gets cold”, “get” “wet” None

AtLocation “park”, “car”, “city”, “cold”, “lake” bedroom

5. Conclusions
5.1. Summary

In recent years, research has been conducted on Embodied AI, which uses agents such
as virtual robots that learn in the real world or virtual space to perform various tasks in
complex environments where various objects exist. However, many tasks can be solved by
a one-way dialogue in which the virtual robot responds to a specific request from the user.
In order for the virtual robot to be able to respond to ambiguous requests from the user, it
is necessary for the user and the virtual robot to have multiple conversations and infer the
user’s intentions.

In this study, we introduced knowledge-based reasoning to the study of Embodied
AI and developed an interactive navigation system based on knowledge of the home
environment and common-sense inference, in which the virtual robot can repeatedly
interact with the user and infer the user’s intentions and guide the user to the places in
the virtual home environment that the user needs. We have developed a new interactive
navigation system. In addition, we evaluated whether the proposed system was able to
present appropriate locations as candidates based on the user’s speech input about the
home environment.

For the evaluation, 100 speech data extracted from the corpus of daily conversation,
100 speech data created by the subject, and the correct answer data for each data were
created, and the precision, recall, and F value were calculated. As a result, we obtained a
precision of 0.48, a recall of 0.58, and an F-value of 0.47 for the evaluation data extracted
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from the corpus of daily conversation and a precision of 0.48, a recall of 0.62, and an F-value
of 0.49 for the evaluation data created by the subject. The results show that the system is
able to provide users with somewhat appropriate guidance candidates.

5.2. Future Works

The first is the expansion of the natural language understanding dataset, which will
enable us to extract appropriate intentions for ambiguous utterances by adding more
examples of utterances with the intention of determining whether the utterance is routine
and ambiguous. The second is the extension of the properties of home ontology, such as
the time of day when objects in the home environment are frequently used. The third is
the construction of home ontology about daily activities. In this study, only nouns are
extracted from the output of COMET-ATOMIC and matched with home ontology in order
to infer the content of speech from ambiguous speech. In the future, it will be possible to
obtain more appropriate guidance candidates if we can construct home ontology about
daily activities, as shown in [18,37], and infer.

In the future, it is expected that virtual robots learned in virtual space will be re-
flected in the real world and applied to the development of housekeeping robots, property
guidance robots in real estate, and event venue guidance robots.
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Appendix A

Table A1. Examples of speech data and system output.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

I’m hungry. kitchen, fridge, pies, cere-
als, kitchen table, minced
meat, cutlets, bananas,
pudding, bread slices,
cupcakes

There is a banana, a slice of bread, a
cutlet, ground meat, cereal, pudding,
plates, cupcakes, pie, refrigerator, and
kitchen table in the kitchen. There are
plates and cupcakes and a desk in the
living room.

0.75 1.00 0.86

I need somewhere to
sit

sofa, chair There is a chair and a couch and a desk
in the living room. There is a chair and
a sofa and a kitchen table in the kitchen.
There is a chair and a sofa in the bed-
room.

0.75 1.00 0.86
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Table A1. Cont.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

I’m feeling a little
sleepy.

bed, bedroom There is a bed in the bedroom. There is
a toilet in the bathroom.

0.50 1.00 0.67

It’s so cold. fireplace No candidate for guidance found. 0.00 0.00 0.00

It’s awfully bright electric switch, dable
lamp, wall lamp

I will take you to the bathroom in the
bathroom.

0.00 0.00 0.00

I’m a little thirsty. kitchen, refrigerator,
milkshake

I will take you to the refrigerator in the
kitchen.

1.00 0.67 0.80

I will read a book. books There are books and a TV in the living
room. There are books in the bedroom.
There is a TV in the kitchen.

0.50 1.00 0.67

My hair is in the way. hair products No candidate for directions found. 0.00 0.00 0.00

I will have to do a lit-
tle cooking from now
on

kitchen, refrigerator I will take you to the refrigerator in the
kitchen.

1.00 1.00 1.00

I’m gonna wipe my
nose.

towels There is a cupboard in the bedroom.
There is a kitchen cabinet in the kitchen.
There is a cabinet and a toilet in the bath-
room.

0.00 0.00 0.00

I have a tummy ache. toilet, painkiller There is a cabinet and a toilet in the bath-
room. There is a cupboard in the bed-
room. There is a kitchen cabinet in the
kitchen.

0.25 0.50 0.33

I just want to play. no correct answer I will take you to the bathroom in the
bathroom.

0.00 0.00 0.00

I’d like to do some
printing, too.

books, computer There are books and a desk in the living
room. There are books in the bedroom.

0.67 0.50 0.57

It’s cold without a
jacket.

closet I take you to the bed in the bedroom. 0.00 0.00 0.00

Shall we sit down? sofa,chair There is a chair, a sofa, and a desk in the
living room. There is a chair and a sofa
and a kitchen table in the kitchen. There
is a chair and a sofa in the bedroom.

0.75 1.00 0.86

I want to watch TV. tv There is a TV in the living room and
in the kitchen room. Which would you
like?

1.00 1.00 1.00

Do you have a
kitchen?

kitchen There is a banana, a slice of bread, a cut-
let, ground meat, cereal, pudding, cup-
cakes and pie in the kitchen. There are
cupcakes in the living room.

0.09 1.00 0.17

I do not have any pic-
tures or anything.

picture frames, wall pic-
ture frames

There are books, wall picture frames
and picture frames in the living room.
There are wall picture frames and pic-
ture frames in the kitchen. There are
books, wall picture frames and picture
frames in the bedroom. There is a wall
picture frame in the bathroom.

0.78 1.00 0.88

Maybe you could
play the guitar for
me.

no correct answer No candidate for guidance found. 1.00 1.00 1.00

It’s not very warm in
here, is it?

fireplace I will take you to the bathroom in the
bathroom.

0.00 0.00 0.00
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Table A1. Cont.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

I will leave the door
open.

door Doors are in the kitchen, bedroom and
bathroom room. Which one would you
like?

1.00 1.00 1.00

I’m going to bed. bed, bedroom There is a bed in the bedroom. There is
a toilet in the bathroom.

0.50 1.00 0.67

When you make
something, you need
tools.

no correct answer I will take you to the box in the kitchen. 0.00 0.00 0.00

Where do you keep
all your T-shirts?

y-shirt, closet drawer There is a closet drawer and a Y-shirt in
the living room. There is a closet drawer
and a Y-shirt in the bedroom. There is a
closet drawer, a towel rack, and a Y-shirt
in the bathroom.

0.86 1.00 0.92

I was gonna put out
the hand towels.

towel There is a toilet in the bathroom. There
is a desk in the living room.

0.00 0.00 0.00

Is there, like, a smok-
ing room or some-
thing?

no correct answer I will take you to the bathroom in the
bathroom.

0.00 0.00 0.00

You’d have to light
the stove or some-
thing.

fireplace I will take you to the fireplace in the
kitchen.

1.00 1.00 1.00

It’s cold in here. y-shirt, closet, pile of
clothes

The closets are in the living room,
the bedroom and the bathroom room.
Which one would you like?

1.00 0.67 0.80

Do you have some
kind of bowl?

bottles, mugs, coffee pot,
cooking pot

There are bottles and mugs in the living
room. There is a bottle, a coffee pot, a
cooking pot and mugs in the kitchen.
There is a bottle in the bathroom.

1.00 0.80 0.89

I like cold milk on a
hot day.

refrigerator,milkshake I will take you to the refrigerator in the
kitchen.

1.00 0.50 0.67

I’m thirsty. kitchen, refrigerator,
milkshake

There is a toilet in the bathroom. There
is a refrigerator in the kitchen.

0.50 0.67 0.57

Heat it up in the mi-
crowave.

microwave oven There is a microwave, a banana, a slice
of bread, a cutlet, ground meat, cereal,
pudding, cupcakes, pie, and a refrigera-
tor in the kitchen. There are cupcakes in
the living room.

0.09 1.00 0.17

Where do you keep
your T-shirts?

y-shirts, closet drawers There is a closet drawer and a Y-shirt in
the living room. There is a closet drawer
and a y-shirt in the bedroom. There is a
closet drawer, a towel rack, and a Y-shirt
in the bathroom.

0.86 1.00 0.92

I feel awfully sleepy. bed, bedroom I will take you to the bed in the bed-
room.

1.00 1.00 1.00

I’m kind of out of
reach.

tv stand There are books and a cell phone in the
living room. There is a cell phone in the
kitchen. There is a book in the bedroom.

0.00 0.00 0.00

I will call you in a bit. cell phone There is a book and a cell phone in the
living room. There is a cell phone in
the kitchen. There are books in the bed-
room.

0.50 1.00 0.67
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Table A1. Cont.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

Let me take a picture. picture frames, wall pic-
ture frames

There is a wall picture frame and a pic-
ture frame in the living room. There is a
wall picture frame and a picture frame
in the kitchen. There is a wall photo
frame and a photo frame in the bedroom.
There is a booth and a wall picture frame
in the bathroom.

0.88 1.00 0.93

You want a banana? banana I will take you to the refrigerator in the
kitchen.

0.00 0.00 0.00

Where is my phone? portable There are books and a cell phone in the
living room. There is a cell phone in the
kitchen. There are books in the bedroom.
There is a booth in the bathroom.

0.40 1.00 0.57

It’s in the way. boxes, wall shelves, cup-
boards, bathroom shelves

Doors are in the kitchen, the bedroom
and the bathroom room. Which one do
you want?

0.00 0.00 0.00

Is it getting dark? electric switch, dable
lamp, wall lamp

I will take you to the bathroom in the
bath room.

0.00 0.00 0.00

I have to go to the
bathroom.

toilet There is a booth, a toilet and a door in
the bathroom. There is a door in the
kitchen. There is a door to the bedroom.

0.20 1.00 0.33

Your hands are dirty. toilet, sink, detergent There is a closet and a toilet in the bath-
room. There is a closet in the living
room. There is a closet in the bedroom.

0.25 0.33 0.29

I will get you a glass
of water.

refrigerator I will take you to the refrigerator in the
kitchen.

1.00 1.00 1.00

Wash the dishcloth
properly, too.

sink, detergent There is a closet drawer and a desk in
the living room. There is a kitchen table
in the kitchen. There is a closet drawer
in the bedroom. There is a closet drawer
in the bathroom.

0.00 0.00 0.00

Is there somewhere I
can relax?

bedroom, living room,
bathroom, bed, sofa

There is a desk and closet drawers in the
living room. There is a closet drawer in
the bedroom. There is a closet drawer in
the bathroom.

0.43 0.60 0.50

Is there somewhere I
can sit?

sofa, chair There is a desk, sofa and chairs in the
living room. There is a kitchen table,
sofa and chairs in the kitchen. There is a
sofa and chair in the bedroom.

0.75 1.00 0.86

I want to wash up bathroom, sequins, tow-
els

In the bathroom there is toilet paper,
towels, toilet, and a sceen. There is de-
tergent in the kitchen.

0.57 1.00 0.73

I want to take a bath bathroom I will take you to the toilet in the bath-
room.

0.50 1.00 0.67

I need to cook kitchen, bowls, cooking
pot, refrigerator, kitchen
shelves, minced meat,
cutlet, banana, bread cut-
ter

I will take you to the refrigerator in the
kitchen.

1.00 0.22 0.36
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Table A1. Cont.

Example of Speech Correct Answer Data System Output Precision Recall F-Value

I need to get my pe-
riod in order

cabinets, cupboards,
kitchen cabinets, closets,
piles of clothes, folders

There is a toilet and a cabinet in the bath-
room. There is a cupboard in the bed-
room. There is a kitchen cabinet in the
kitchen.

0.75 0.50 0.60

I need to do my hair toilet, hair products I will take you to the toilet in the bath-
room.

1.00 0.50 0.67

I want to read a book books The books are in the living room and the
bedroom room. Which would you like?

1.00 1.00 1.00

I want to get out of
this room

doors There is a toilet and door in the bath-
room. There is a door in the kitchen.
There is a door and a bed in the bed-
room.

0.60 1.00 0.75

I want to hang up my
pictures

wall picture frames, pic-
ture frames

There is a wall picture frame and a book
and picture frame in the living room.
There is a wall picture frame and a pic-
ture frame in the kitchen. There is a
wall picture frame, a book and a picture
frame in the bedroom. There is a wall
picture frame in the bathroom.

0.78 1.00 0.88

I’m getting sleepy. bedroom, bed There is a bed in the bedroom. There is
a toilet in the bathroom.

0.50 1.00 0.67

I want to make coffee coffee makers I will take you to the fireplace in the
kitchen.

0.00 0.00 0.00

Do you have any-
thing to hang clothes
on?

closets, hangers There is a closet in the living room.
There is a closet in the bedroom. There
is a toilet and a closet in the bathroom.

0.75 0.50 0.60
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