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Abstract: There are more than 962 million people aged 60 and up globally. Physical activity declines
as people get older, as does their capacity to undertake everyday tasks, effecting both physical and
mental health. Many researchers use machine learning and deep learning methods to recognize
human activities, but very few studies have been focused on human activity recognition of elderly
people. This paper focuses on providing assistance to elderly people by monitoring their activities in
different indoor and outdoor environments using gyroscope and accelerometer data collected from
a smart phone. Smart phones have been routinely used to monitor the activities of persons with
impairments; routine activities such as sitting, walking, going upstairs, going downstairs, standing,
and lying are included in the dataset. Conventional Machine Learning and Deep Learning algorithms
such as k-Nearest Neighbors, Random Forest, Support Vector Machine, Artificial Neural Network,
and Long Short-Term Memory Network are used for human activity recognition. Long Short-Term
Memory is a recurrent neural network variation that is best suited to handling temporal sequences.
Two-fold and ten-fold cross-validation methods were performed to show the effect of changing the
data in the training and testing dataset. Among all the classification techniques, the proposed Long
Short-Term Memory Network gave the best accuracy of 95.04%. However, Support Vector Machine
gave 89.07% accuracy with a very low computational time of 0.42 min using 10-fold cross-validation.

Keywords: human activity recognition; elderly people; machine learning; deep learning

1. Introduction

In recent years, the subject of Human Activity Recognition (HAR) has become one
of the most popular study fields. Due to the availability of sensors and accelerometers,
minimal cost and low energy consumption, and advancements in computer vision, machine
learning, artificial intelligence, and IoT, many applications have been built using human-
centered design monitoring to recognize, detect, and categorize human behavior, and
researchers have presented many methods around this topic. Human activity identification
is an essential tool for monitoring a person’s dynamism, and it can be accomplished
using machine learning algorithms. HAR is a method of automatically recognizing and
analyzing human actions based on information acquired from various smartphone sensors
and wearable devices, such as accelerometer sensors, gyroscope sensors, time, location,
and a variety of other environmental sensors [1]. When integrated with other technologies,
such as the Internet of Things, it can be used in a wide range of application areas such as
healthcare, sports, and industry.

According to a 2011 World Health Organization (WHO) survey, over 650 million
people of working age in the world are disabled [2]. Meanwhile, according to a study
conducted by Survei Sosial Ekonomi Nasional (Susenas) in 2012, there were over six million
people in Indonesia [3]. There are currently insufficient facilities to meet the requirements
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of people with disabilities [4,5]. One of them is the requirement for a companion to monitor
their activities. To safeguard people with disabilities from injury, danger, or accidents,
they must be protected and supervised 24 h per day [6]. Mobile phones, on the other
hand, have been frequently used to monitor people’s activities [7,8]. In 2017, the global
population of people aged 60 and above totaled 962 million, more than doubling the
382 million people aged 60 and up in 1980. By 2050, the number of elderly people is
estimated to more than double, reaching over 2.1 billion. Two-thirds of the world’s elderly
reside in developing countries, where their numbers are increasing at a quicker rate than in
industrialized countries. Nearly 8 out of 10 of the world’s elderly people are anticipated to
live in underdeveloped countries by 2050. The proportion of people aged 60 and over who
live “independently”—alone or with a spouse exclusively—varied substantially among the
143 nations or territories with accessible data, ranging from 2.3 percent in Afghanistan to
93.4 percent in The Netherlands.

Artificial intelligence becomes more popular for HAR because of its self-learning
nature and robust classification models [9]. In recent years, several studies have been con-
ducted for HAR using machine learning and deep learning [10–12], but only a few focus on
developing a framework for the HAR system for elderly people. Kaixuan Chen et al. [13] in
their study gave an overview of challenges and opportunities in the area of human activity
recognition using deep learning techniques. Due to the diversity of sensor data, it is really
important to have multimodal features, which could help in maximizing the performance
of the system [14]. The attention-based mechanism could be used in HAR to highlight
the most important and differentiable modalities (Zeng et al. [15] and Chen et al. [16]).
Chen et al. [16] used multiple agents to focus on modalities that are related to sub-motions.
Although they have outperformed all the state-of-the-art methods, still, they have not been
validated on a dataset of the elderly. This study mainly focuses on finding out the most
effective approach for developing the HAR framework for elderly people. Both machine
learning and deep learning approaches such as k-Nearest Neighbors (k-NN), Random
Forest (RF), Support Vector Machine (SVM), Artificial Neural Network (ANN), and Long
Short-Term Memory (LSTM) are used in this study to see which approach is more suitable.

HAR algorithms that give a high accuracy, precision, and recall of activity classification
are required for this human-activity-monitoring application for elderly people. Machine
learning approaches for classifying human activities have previously been mentioned in
a few prior studies [17]. Classification or supervised learning is a data mining (machine
learning) system used for the prediction of the group to which a particular set of information
belongs [18]. Data analysis can be performed using classification and prediction; it helps in
the division of data into classes making the prediction of future trends easier. Grouping
helps put labels on the data, and prediction helps in determining the data value [19].
There are different algorithms of characterization that have been utilized for HAR: Naive
Bayes, RF, k-NN, SVM, ANNs, and Recurrent Neural Networks (RNN) are among the
most well-known approaches investigated. Among all, the RF algorithm is designed to
deliver high accuracy and consistent speed for data mining, particularly classification with
advanced features [20–23]. Unfortunately, all of these state-of-the-art algorithms are not
compared very effectively in terms of performance, such as precision, accuracy, F1-score,
and computation speed. In this work, all of the algorithms are evaluated with the above
criteria for better understanding.

Figure 1 shows the basic building blocks for human activity recognition. Raw data
will be collected from the smartphone, and various preprocessing steps will be performed
on the dataset such as Principal Component Analysis (PCA), etc. After that, features will
be extracted from the dataset, and the model will be trained on those features. In the final
steps, user activity will be detected.
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Figure 1. Conventional machine learning architecture for human activity recognition.

2. Literature Review

Several studies on human activity recognition have been conducted in the past few
years. Some of the significant literature works in this area that concentrate on real-time
processing, as well as offline processing are listed below.

Activity recognition using smartphones has its own advantages because smartphones
are very easy to establish and are robust in nature. Usharani J et al. [24] came up with
an idea for a human activity recognition system based on the Android platform. They
created an application using the accelerometer data for classification, which supported
on-line training and classification. They used the clustered k-NN approach to enhance the
performance, accuracy, and execution time of the k-NN classifier with limited resources
on the Android platform. They also concluded that the classification times were also
dependent on the device models and capabilities. Similarly, Meysam, Vakili et al. [25]
proposed a real-time HAR model for online prediction of human physical movements
based on the smartphone inertial sensors. A total of 20 different activities were selected,
and six incremental learning algorithms were used to check the performance of the system,
then all of them were also compared with the state-of-the-art HAR algorithms such as
Decision Trees (DTs), AdaBoost, etc. Incremental k-NN and Incremental Naive Bayesian
have given the best accuracy of 95%.

In Jirapond Muangprathub et al.’s [26] paper, they introduced a novel elderly person
tracking system using a machine learning algorithm. In this work, they used the k-NN
model with a k value of 5, which was able to achieve the best accuracy of 96.40% in detecting
the real-time activity of elderly people. Furthermore, they created a system that displays
information in a spatial format for an elderly person, and in case of an emergency, they can
use a messaging device to request any help.

In Davide Anguita et al.’s paper [27], they introduced the improvised Support Vector
Machine algorithm, which works with fixed point arithmetic to produce an energy-efficient
model for the classification of human activities using a smartphone. They aimed to use
the presented novel technology for various intelligence applications and smart environ-
ments for faster processing with the least possible use of system resources to save the
consumption of energy along with maintaining comparable results with other generally
used classification techniques.

To understand people’s behavior in different places such as homes, clinics, etc., Md
Zia Uddin et al. [28] proposed a body-sensor-based activity recognition system using
deep Neural Stretchered Learning based on Long Short-Term Memory (LSTM). For better
clustering of features from all the activities, Kernel-based Discriminant Analysis (KDA)
was applied, which will maximize inter-class scattering and minimize intra-class scattering
of the samples. The proposed model successfully achieved a recall of 99%, which was
further compared to the existing deep learning models such as the RNN, Convolutional
Neural Network (CNN), and Deep Belief Network (DBN). None of the existing deep
learning models would be able to achieve the recall rate of the proposed method. Similarly,
Abdulmajid Murad et al. [29] proposed a deep LSTM network for recognizing six different
activities based on smartphone data. The network was able to achieve an accuracy of
96.70% on the UCI-HAD dataset.

Baoding Zhou et al. [30] proposed a CNN for indoor human activity recognition. A
total of nine different activities were recognized based on accelerometers, magnetometers,
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gyroscopes, and barometers collected by smartphones. The proposed method was able to
achieve an excellent accuracy of 98%. Yashi Nan et al. [31] used combinations of CNN with
LSTM to recognize the activity of older people. Out of all the combinations, a multichannel
CNN-LSTM model was able to achieve the best accuracy of 81.1%.

In conclusion, most of the research focused on recognizing overall human activities is
not specific to elderly people, and they are not evaluated on extensive evaluation param-
eters. This study focused on the overall activity recognition of elderly people, and more
complex evaluation parameters were used for checking the performance of the models.

3. Methodology
3.1. Dataset Description

A dataset from the University of California Irvine (UCI) was used for this study.
Data were collected from a variety of participants aged between 19 and 48 who had a
smartphone [32]. The phone’s accelerometer and gyroscope may be utilized to capture
the acceleration and angular velocity of the data at a sample rate of 50 Hz. To process the
signals, a median filter and a notch filter with a drop frequency of 20 Hz were utilized.
There were 561 features obtained from the dataset, and 10,299 sample were present in
the dataset. The distribution of the dataset is shown in Figure 2. The data were split into
two sections, with 80 percent being training data and 20 percent being testing data. In
other words, there were 8240 training data and 2059 testing data. This dataset has six
different categories of user activity: sitting, walking, going upstairs, going downstairs,
standing, lying.

Furthermore, for the validation of the existing system, it was cross-validated on one
more dataset “Activity recognition with healthy older people using a batteryless wearable
sensor dataset” [33]. This dataset was collected from 14 participant aged between 66
and 86 in two clinical rooms. This dataset 75,128 samples and categories into 4 different
user activities: sitting on the bed (16,406 instances), sitting on the chair (4911 instances),
lying on the bed (51,520 instances), and ambulating (walking or standing within the room)
(2291 instances).

Figure 2. Representation of the distribution of activities such as standing, sitting, laying, walking,
going upstairs, and going downstairs with respect to the total data of 10,299 samples. From the data,
it can be seen that the most-performed activity is sitting, and the least is going downstairs.

3.2. Data Pre-Processing

This study did not perform extensive pre-processing to increase the generalization
of the models. Only PCA was used for the dimensionality reduction for optimal process-
ing [34]. PCA will compress the dataset into a lower-dimensional feature space with the
idea of maintaining significant information.
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3.3. Classification
3.3.1. Random Forest

RF classification consists of a multitude of decision trees. All these trees work together
to give the result. A simple concept of voting is utilized where the class with the highest
number of votes is the class prediction [35]. The bagging method was used in this study to
improve the classification performance of a single tree. Different numbers of decision trees
of RF were used in the training process {5, 10, 15, 20, 25, 30, 35, 40, 45, 50} to see how many
decision trees were required to achieve the best results. After comparing all the results from
all the activities, an RF with a 30-decision-tree classifier gave the best accuracy among all.
However, in order to achieve the best result, the RF requires a large number of labeled data.
For impurity reduction, the Gini impurity index was calculated. When all the elements in
the node are unique, it is called a pure node and its value will be 0. That means this node
cannot be split after. The Gini index value will be maximum when the probability of two
classes is the same [36].

Gini(n) = 1−
2

∑
j=1

p2
j (1)

3.3.2. k-NN

A simple, easy-to-implement method for supervised learning, k-NN, can be used for
HAR [37]. It finds the most similar data points in training data to classify and makes an
educated guess about the classification. The Euclidean distance was used to calculate the
distance between two points. “k” is a user-defined constant, which is generally an odd
number, which helps with the classification by querying the nearest point [38].

d(x, y) =

√
(

n

∑
i=1

(xi − xj)2) (2)

In this study, the value of “k” for training was taken from 2 to 50, and it was observed that
when value of the “k” increases, the accuracy of the model also increases till a certain point,
and then, it starts decreasing because the model becomes too generalized. k-NN with 20 as
the “k” value gave the best accuracy among all.

3.3.3. Multi-Class SVM

SVM is generally used for binary problems, but it can be extended for multi-class
problems such as HAR. In this study, the one vs. one method was used to create multi-class
SVM. The one vs. one method breaks down our multiclass problem into a multiple binary
problem. The one vs. one method needs (N(N − 1))/2 classifiers, where N is the total
number of output classed; in our case, the value of N was 6. Here, the dataset is nonlinear
in nature, and for the prediction, it should be linearly separable. In order to transform
nonlinear data into a linear form, a kernel trick was applied, which transforms the data
into a higher dimension with a lower computational cost [39]. The main idea behind the
kernel trick is to allow the inner product of the mapping function instead of actual data
points. The grid search method was employed to find the best kernel and parameters for
SVM [40]. SVM with the Gaussian Radial Basis Function (RBF) kernel, the Cost parameter
(C) as 1, and the gamma (γ) value as 0.1 was chosen. Here, C is a hyperplane in the SVM
space used to control error, and the gamma value is only used in the RBF kernel, which
decides how much curvature is required in a decision boundary.

K(X1, X2) = exp(−||X1 − X2||2
σ2 ) (3)

where X1 and X2 are data points. ||X1 − X2|| represents the Euclidean distance between X1
and X2. σ is the variance, which is inversely proportional to γ.
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3.4. Artificial Neural Network

In this study, Multilayer Perceptron (MLP) was used as the ANN. MLP is one of the
most widely used neural networks. It consists of three major layers, an input layer that
takes the input from the dataset, a hidden layer that contains the main logic, and an output
layer for the predicted value [41]. Figure 3 shows the ANN model used in this study; all
the features present in the HAR dataset after applying PCA are given to the input layer,
and 3 hidden layers are used for more complex feature extraction.

Figure 3. Architecture of the proposed artificial feed-forward neural network with 3 hidden layers.

The output layer contains 6 nodes and uses the softmax activation function described
in Equation (8) [8]. The Rectified Linear Unit (ReLu) activation function was used in the
hidden layers [42,43]. The Adam optimizer was used for training the neural network with
categorical cross-entropy as the loss function [44]. The proposed MLP’s mathematical
computation can be described as follows:

Input layer: The first layer has “N” linear combinations of the d-dimensional inputs.

ai = ∑
j

w(1)
ij xj + b(1)i (4)

Here, ai is called the activation, which is further used by the activation function. i = 1, 2,
. . ., N. w(1)

ij are the weights; xj represents the input; b(1)i is a biased value. Superscript (1)
indicates that this is the first layer of the neural network.

Hidden layer: In each hidden layer, the weights and output vector of the previous
layer are the input of the new layer.

For some kth layer,
hk

i = φ
′
(∑

j
w(k)

ij xj + b(k)i ) (5)

Here, φ
′

is the ReLu activation function, which is described as follows.

φ
′
= 0∀z < 0

= z∀z>=0
(6)

Output layer:
yi = φ

′′
(∑

j
w(n−1)

ij xj + b(n−1)
i ) (7)

Here, φ
′′

represents the activation function. The output layer’s activation function
specifies how the weighted sum of the input is converted. The softmax function was used
as the activation function for the output layer.
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φ
′′
=

exp(zi)

∑j exp(zj)
(8)

Long Short-Term Memory

HAR is a classical time-series problem, and the RNN can be used to capture temporal
information from sequential data; however, it faces the problem of the vanishing gradient
in the feedback neural network, which will hinder the ability of the network to model
between raw sensor data and human activities in a long context window [45,46]. LSTM
is special kind of RNN, which has the capability to learn long-term dependencies and is
used to solve the issue of the vanishing gradient in feedback neural networks [47]. LSTM’s
main component is the memory cell, which helps in remembering values for a long or short
time. An LSTM block usually contains three gates: input, output, and forget gate. The
input and output gates represent the incoming and outgoing values of the memory cell,
and the forget gate decides whether to ignore the previous state of the memory cell or not.

The LSTM network for the activity recognition of the elderly problem was used in this
study, which was built by assembling multiple layers of LSTM in a fully connected manner.
This fully connected architecture enables the network to fully exploit the correlations among
the cells, which will result in achieving more complex features for prediction. Figure 4
shows the proposed LSTM architecture used in this study. This model is composed of three
LSTM layers, and each layer consists of 64 memory cells. The activation of each LSTM is
calculated by Equation (9) [18].

ht = φ(wijxt + whhht−1 + bt) (9)

Here, ht and h(t−1) represent the activation at time t and t − 1. φ is the activation function;
wih and whh are the input–hidden and hidden–hidden weights; respectively; bt is the
bias value.

Figure 4. Architecture of the proposed LSTM model for human activity recognition.

The output of LSTM was flattened and fed to the fully connected layer with the ReLu
activation function, and at the output layer, the softmax activation function was used for
the activity recognition. The Adam optimizer was used for network optimization, and the
categorical cross-entropy function was used to calculate the loss.

3.5. Evaluation Criteria

In this study, besides the basic parameters: True Positive (TP), True Negative (TN),
False Positive (FP), and False Negative (FN), dependent parameters such as the precision,
recall, accuracy, and F1-score were obtained by the mathematical processing of the above-
mentioned parameters for the result evaluation [48]. In this context, TP represents the
number of correct predictions of the right activity, TN represents the number of correct
predictions of the wrong activity, FP represents the number of incorrect predictions of
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the right activity, and FN represents the number of incorrect predictions of the wrong
activity. The precision, recall, accuracy, and F1-score values were calculated using the above
parameters defined in Equations (10)–(13).

Precision =
TP

(TP + FP)
(10)

Recall =
TP

(TP + FN)
(11)

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(12)

F1-score =
(2TP)

(2TP + FP + FN)
(13)

Processing time was also considered as an evaluation criterion in this study because of
the complex nature of the dataset, so it is important to measure the processing time of the
algorithms. Two-fold cross-validation and 10-fold cross-validation were performed as the
train–test processes in order to observe the effect of the change in the train–test dataset
balance on the output. Furthermore, the “activity recognition with healthy older people
dataset” was used as a validation dataset to check the generalization capabilities of the
proposed methods.

4. Result and Discussion

In this section, the experimental results of all the conventional machine learning and
deep learning methods for the activity detection of the elderly are presented and discussed.
Each experiment was repeated 10 times in order to obtain stable results because of the
random assignment of initial weights and parameters. The average results are shown in
the study for consistency.

Figure 5 shows the standardized confusion matrix of each algorithm; it represents the
performance of the classification algorithms. Every row in this matrix is used to depict the
instances in a predicted class, and the columns are used to depict the instances in an actual
class. By seeing all of the confusion matrix, it is possible to say that LSTM gave the best
results when compared with the actual values.

Figure 5. Confusion matrix of the (a) RF, (b) k-NN (c) SVM (d) ANN, and (e) LSTM.
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From Tables 1 and 2, it is clearly visible that the LSTM approach outperformed all the
other methods in most of the cases; the ANN gave the best accuracy in classifying “sitting”
for both 2-fold and 10-fold cross-validation. If we compare deep learning methods (ANN
and LSTM) with all the other methods, it is clearly depicted that deep learning methods
outperformed other conventional machine learning methods in terms of accuracy. The
overall accuracy of LSTM (95.05%) was the highest.

Table 1. Accuracy table of all the algorithms for each activity using 2-fold cross-validation.

Activity RF (%) k-NN (%) SVM (%) ANN (%) LSTM (%)

Walking 85.60 86.31 89.47 93.78 95.08
Going Upstairs 76.02 78.88 82.84 86.50 92.78

Going Downstairs 76.54 75.42 80.10 86.55 94.75
Sitting 87.62 93.81 93.92 95.57 96.85

Standing 87.22 90.54 91.54 94.88 95.94
Laying 83.10 87.34 89.50 90.10 91.77

Overall Performance 82.68 85.38 87.90 91.23 94.53

Table 2. Accuracy table of all the algorithms for each activity using 10-fold cross-validation.

Activity RF (%) k-NN (%) SVM (%) ANN (%) LSTM (%)

Walking 86.60 88.50 91.37 94.67 96.12
Going Upstairs 80.12 81.62 83.45 88.92 93.18

Going Downstairs 78.45 79.53 81.88 87.15 95.57
Sitting 92.76 94.16 95.89 97.22 97.11

Standing 90.14 91.12 92.14 95.14 96.12
Laying 85.70 88.16 89.73 90.38 92.18

Overall Performance 85.63 87.18 89.08 92.25 95.05

Additionally, from Figure 5 and Tables 1 and 2, it is observed that most of the misclas-
sified records came from “going upstairs” and “going downstairs”, as both activities are
somewhat similar, and the model had problems separating these two activities. Now, it is
possible to verify the performance of the system in terms of the other parameters as well.

Tables 3 and 4 show that the best precision, recall, accuracy, and F1-score values were
92.87%, 85.32%, 95.05%, and 88.94%, respectively, and were achieved by the LSTM classifier
using 10-fold cross-validation. However, SVM showed the best processing time of 0.08 and
0.42 min in both 2-fold and 10-fold cross-validation. Considering the overall performance
of the methods, it is clearly visible that the proposed LSTM’s overall performance was
better than other machine learning or deep learning models.

Table 3. Overall performance assessment using 2-fold cross-validation.

Model Avg. Precision (%) Avg. Recall (%) Avg. Accuracy (%) F1-Score (%) Time (min)

RF 81.40 78.41 82.68 79.88 0.53
k-NN 83.57 81.71 85.38 82.63 0.92
SVM 87.14 85.62 87.90 86.37 0.08
ANN 88.81 89.11 91.23 88.96 1.22
LSTM 90.78 92.62 94.53 91.69 0.72

Table 4. Overall performance assessment using 10-fold cross-validation.

Model Avg. Precision (%) Avg. Recall (%) Avg. Accuracy (%) F1-Score (%) Time (min)

RF 82.22 80.10 85.63 81.15 2.24
k-NN 85.41 82.30 87.18 83.83 4.20
SVM 88.98 87.80 89.08 88.39 0.42
ANN 89.20 91.78 92.25 90.47 3.78
LSTM 92.87 94.32 95.05 93.59 2.92
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Figure 6 shows the training and loss curve versus epochs using 10-fold cross-validation
for both deep learning models. It was observed that the ANN gave a training loss as low as
0.24 and a validation loss of 0.23, and LSTM gave a training loss of 0.16 and a validation
loss of 0.15. In both, the model training and validation losses were higher initially, but at
the end of the epoch cycle, the loss drastically decreased, while training and validation
curves became almost equal. Training was stopped in both models because of the stopping
criteria (complete continuous 10-epoch cycle without change in the loss). As it was already
discussed above that at the end of the epoch cycle, both losses became almost equal for
both deep leaning models, this implies that both models were working perfectly. It was
also observed that in LSTM, the model training loss and validation loss difference was
higher in the beginning, but this drastically decreased in between 20 and 40 epoch cycles.

Furthermore, to check the robustness and validity of the proposed methods, they were
also validated on the “activity recognition with healthy older people using a batteryless
wearable sensor dataset” [33]. Table 5 shows the performance assessment on this dataset
using 10-fold cross-validation.

Figure 6. Training and validation curve for loss using 10-fold cross-validation: (a) ANN model,
(b) LSTM model.

Table 5. Performance assessment using 10-fold cross-validation on activity recognition with the
healthy older people dataset [33].

Model Avg. Precision (%) Avg. Recall (%) Avg. Accuracy (%) F1-Score (%)

RF 81.47 79.27 85.61 80.35
k-NN 86.77 83.14 86.35 84.92
SVM 87.12 86.81 88.13 86.96
ANN 90.57 90.29 91.77 90.43
LSTM 91.16 93.24 94.84 92.19
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From Table 5, it is possible to say that the proposed LSTM method gave satisfying
results of 94.84%, 85.32%, 95.05%, and 88.94% for the precision, recall, accuracy, and F1-
score, respectively. Although the dataset was highly imbalanced, still, the proposed system
was able to achieve good performance. Therefore, it is possible to say that the proposed
method can be used for detecting the activity of elderly people.

From this study, it was observed that deep learning methods are more suitable for the
HAR of elderly people as compared to conventional machine learning methods. However,
if the processing time is a constraint, machine learning methods are much faster than deep
learning methods, especially SVM.

5. Conclusions

This research aimed to monitor the everyday activities of elderly people which will
safeguard the elderly people’s health as elderly people usually follow the same routine
day. Therefore, if a sudden change is seen in everyday activities, the right action can
be taken. Automatic activity identification might assist older individuals in operating
independently in their own homes in an aging society. In the proposed study, various
conventional machine learning and deep learning methods were used to recognize the
activity of elderly people.

The proposed work aimed to develop an automatic activity monitoring system that
will automatically detect the activity of elderly people using different machine and deep
learning methods such as RF, k-NN, SVM, ANN, and LSTM. Out of all the methods, the
LSTM method gave the best accuracy of 95.05%, which is significant, as building an accurate
HAR system is very challenging due to the large diversity of activities, and sometimes,
these are very similar in nature. However, there is still a need for improvement of the
proposed models by validating with larger datasets and with more activities. Our proposed
models can also be used in various other fields where the constant supervision of activities
is required.
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