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Abstract: In many developed cities around the world, vehicle sharing is becoming an increasingly
popular form of green transportation. While such services are associated with lower emissions
and easier mobility, their management poses a significant challenge. In this paper, we examine a
dataset collected in Barcelona during the months of august and september 2020 in order to investigate
relocation strategies and user clustering. By proposing a neighborhood area split and relating it to
user demand, we propose two different areas based on majority demand and users’ requests and
provide interpretations of both. We then aim to identify groups of similar users using a variant of
Recency Frequency Monetary/Duration (REM or RFD) clustering that extends to GPS coordinates of
voyages in order to differentiate scores based on economic and geographical factors; furthermore, a
user-based clustering approach was used to maximize client preferences. As a result of our analysis,
the sharing company may be able to make more informed decisions regarding where to focus its
resources. In fact, we find that the majority of the demand is concentrated in an area that represents
7.47 percent of the city’s area. Additionally, we propose a discount-based approach in order to
influence the user’s behavior in parking the vehicle where it is most needed.

Keywords: green mobility; vehicle relocation; user clustering

1. Introduction

Despite pandemic conditions and mobility restrictions, car-sharing company formed
registered several million users in 2021 in Europe, a 30 percent increase over the previ-
ous year.

However, traffic congestion in 2021 was worse than in previous years, resulting in
140 h lost in traffic [1]: these effects are not only detrimental to the environment, but also to
people’s mental and physical well-being.

The sharing of vehicles (bikes, scooters, and cars) can contribute to the solution and
has been an active field of research with numerous publications [2]. Firstly, it reduces
the number of vehicles owned in total, thereby reducing the demand for raw materials.
Secondly, it can reduce total emissions by investing in low-polluting vehicles such as electric
engines. As an example, in [3] the authors state that each vehicle of Share Now can replace
up to twenty vehicles, however, they admit that the study is not without controversy: the
study is limited to only one company’s customers, residents of only eleven cities in Europe.
As a final point, it has been shown to increase the net benefit to society in a similar, if not
greater, manner than public transportation schemes [4].

The operation of a vehicle-sharing company presents a number of challenges, one of
which is the relocation issue, which entails finding a disposition of the vehicles so that, from
the provider’s perspective, profits are maximized while avoiding losses to the customer.
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In order to implement new marketing strategies aimed at capturing the attention
of their clients, companies must analyze customer data in order to identify relationships
between different elements and then develop personalized marketing campaigns based on
the findings. Based on geographic, demographic, psychographic, and behavioral variables,
these strategies identify customer segments [5] that can be used to analyze customers’
behaviors. Moreover, in light of the wide variety of consumer behaviors, tastes, and needs,
marketing strategies must be customized.

By clustering, users can be divided into groups in a manner that makes them more
similar to each other. Clustering consists of grouping objects in such a way that they are
more similar to each other in the group. Each of these groups is called a cluster, and it is
defined as a region in which the density of objects is higher than in other regions.

The most frequently used clustering algorithm based on the minimization of an
objective function is K-means clustering; in the presence of n data points in a d-dimensional
space, Rd, and an integer K, K-means determines a set of K points-centers based on the
mean squared distance to the nearest center/cite[km] so that the mean squared distance
between each data point and center is minimized. There are many applications of clustering,
including pattern recognition, image processing, machine learning, and statistics [6].

Customers may be clustered according to the parameters suggested by the RFM
(Recency-Frequency-Monetary) model or by its variant RFD (Recency-Frequency-Duration).
RFM/RFD are popular techniques used for customer segmentation according to their
purchase behaviors. Using these two models, customers are ranked on the basis of three
factors: the period since the last purchase (Recency), the number of purchases made within
a specific period (Frequency), and the amount (Monetary) or time (Duration) spent on
a product [7]. Each group is represented with a three-digit RFM/RFD combination that
summarizes a purchase pattern typical within members’ transaction history [5].

In this paper, our contribution is two-fold:

* In the first step, we address the relocation problem by analyzing the provided dataset
and providing neighborhood divisions according to vehicle location throughout
the day.

¢ Secondly, we implement a clustering technique based on recency-frequency-monetary
data and identify groups of customers with similar characteristics.

Paper Structure

In the following paper, we present a brief overview of the state of the art, Section 2,
in the vehicle relocation problem, Section 5.1, and user clustering, Section 5.2, together
with a brief theoretical background, Section 3. Then, in Section 4, we analyze the vehicle
sharing dataset collected over the city of Barcelona. We provide time, money and location
information which we later use in order to implement our solution. In Section 5, we provide
a custom clustering and relocation algorithm taking into account the previous data analysis.
Finally, we provide our conclusions and future works in Section 6.

2. Related Work

The first studies in vehicle sharing systems perform analysis in a simulated environ-
ment. Barth et al. [8] focus on average customer wait time and the number of relocations
required to keep this time low. The system analyzed is station-based, i.e., the vehicle can be
picked up and returned only in predefined spaces.

Ferrero et al. [2] reviewed the most important papers in this area and gives a com-
prehensive definition of different aspects of vehicle-sharing services, in particular the
taxonomy of their operating modes. The type of systems are:

*  Two-Way System (Station-Based): in this mode, the vehicles are in predefined parking
lots (the stations), where the user can pick them up, and then return to the same space.
From a service point of view, this situation has no particular critical issue, given that
the station will always have the same number of vehicles. A total of 19% of analyzed
papers focus on this mode.
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e Omne-Way System (Station-Based): this mode is similar to the previous one, with the
difference that the destination parking lots can be different from the parking lots where
the vehicle has been picked up. This case is more complex than the previous one due
to the different amount of vehicles in between stations. This is the most studied mode
with 50% of papers.

*  Free-Floating: this is the newer mode, the company that owns the vehicles defines an
operating area in which they can be freely parked, and the trip can have any starting
and finishing point in this area. This is the most complex one in terms of relocation,
and we will focus on this. A total of 19% of papers studied this mode.

2.1. Relocation Problem

As previously stated, one of the main challenges for vehicle-sharing systems is the
relocation problem, i.e., placing the vehicle in such a way that the service provider’s profits
and customer satisfaction are maximized. This is extremely challenging due to the high
inherent unpredictability of the incoming users’ requests, more precisely the two questions
that one has to answer are: where and when the next request will come from? The two
perspectives to be considered are those of the vehicle manager and the customers.

First of all, in [9], where the authors reviewed the main issue concerning electric
vehicles and their relocation, they distinguished between strategic and tactical problems
(e.g., the location of stations), which have long-term objective and high-cost, and operational
problems, which include within-day optimal relocation of vehicles and battery exchange to
restore vehicle autonomy. Our focus will be on the latter.

There are essentially two ways to relocate vehicles. The first one is called operator-
based, and the burden is on the provider which will have to execute the relocation.
Weikl et al. [10] propose two possibilities for the system provider: on one hand the ve-
hicles can be moved by maintenance personnel or additional staff, and this can happen for
each vehicle singularly or more than one at the same time, but the latter is easy with bikes
or scooters, more complicated with cars. These rides can be combined with maintenance
operations, such as gas filling or battery charging. On the other hand, the provider could
arrange buffer depots with a specific number of vehicles at high-demand locations, such
that during the period with a lot of requests nothing has to be performed. The main issue
for both strategies is the additional cost, and for the former also the ecological impact
of additional trips. For example in [11], the authors developed a Mixed Integer Linear
Programming formulation of the Electric Vehicle Relocation Problem and an operator-based
method to relocate the vehicle, which tries to forecast the unbalancing of electric vehicles in
the system. Such a method is successfully applied to the data gathered in Milan, and despite
the additional trip necessary for the staff to optimally relocate the fleet vehicles, it showed
only a small impact on urban traffic. Gambella et al. [12] analyze a station-based one-way
electric vehicle sharing system, from a provider perspective, proposing an operator-based
exact relocation Mixed Integer Programming model for operating hours, also considering
vehicles battery consumption and recharge. They also propose two heuristics: the reduc-
tion in relocation density with respect to time distance (e.g., every 30 min instead of every
15 min) and the gradual inclusion of relocation arcs over time.

User-Based Relocation

The second method to relocate vehicles is called user-based, and, as the name suggests,
the task shifts from provider to user. More precisely the system manager has to find the
right incentives to persuade the users to change some characteristics of the trip. What
are these characteristics? Todd et al. [13] deployed a user-based relocation algorithm at
the University of California Riverside, which proposed a discount trip price to customers
that were willing to share the ride, i.e., trip joining, or, in the presence of two or more
customers, that were willing to split for the ride, trip splitting. They found that the user-
based relocation mechanism is highly dependent on user participation: they assumed 100%
of participation, which showed an overall 42% decrease in the number of relocations. The
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majority of the literature focuses on incentives to convince the user to change the origin
or the destination. Stokkink et al. [14] proposed a user-based relocation strategy based on
the current distribution of vehicles and expected future demands, also at the single-user
level. The customers are stimulated to relocate the vehicles from over-saturated locations
to under-saturated locations, through discounted prices. The algorithm is applied in a
station-based one-way car-sharing system, with data collected in Grenoble. Notice that
although technically feasible, the prediction at the single-user level can give rise to some
privacy concerns.

Similarly, in [15] we can see a two-step relocation algorithm, where the first step
determines the optimal drop-off locations by only considering the future demand satis-
faction, and the second one determines the discounts that minimize the request rejection
ratio and maximizes the operator profit. The scenario is a one-way car-sharing system,
the results show that the system is effective and it can also be applied in areas not char-
acterized by asymmetric mobility demand, increasing the profit significantly. Instead,
Clemente et al. [16] used timed Petri net to provide to the user, in real time, indications
based on actual vehicle allocation and if the customer follows the given directions, he has a
right to a discount on the rental. The difference with other approaches is that customers
starting or arrival times are also taken into account and can be modified. In [17], the authors
used a model-based decision support system, in particular a closed-loop control scheme,
which is based on Particle Swarm Optimization algorithm, with the aim of incentives the
users to drop off the vehicles in precise locations. They show that the incentive mechanism
is very effective if the fleet size is coherent with the demand, and the benefits decrease if
the demand increases too much.

There are not many studies that cover both free-floating scenarios and user-based
relocation. An interesting analysis of this particular case is present in [18], where the case
study is Cologne, which is divided into two areas (central and peripheral) and the trips
were classified into four types (the combination of the previous two areas). Then, they find
out that the incentive should be offered to relocate the vehicles from the peripheral to the
central zone. Free-floating case and user-based relocation is also the subject in [19]. The
authors use integer programming and a graph representation that reformulate the problem
as a K-disjoint shortest path. They propose an alternative origin or destination, or start
or arrival time, to the customer, which, in exchange, will receive a discount and they also
manage to solve the problem in polynomial time.

There are also studies that use a mixed approach, such as [20] that propose a meso-
scopic approach, i.e., there is a macroscopic-level operator-based algorithm, that acts at the
zone level, and a microscopic-level user-based algorithm, which acts at the vehicle level.

2.2. User Behavior

At this point, it is clear that if one wants to apply a user-based relocation algorithm has
to have a deep knowledge of users” behavior and preferences. Barth et al. [21] are among
the first to study user behavior in this domain, through surveys and operation analysis,
and most importantly they estimated the distance that users are willing to walk to reach the
vehicle, that is 400 m. In [22], the authors provide a business perspective on Vehicle-Sharing
Systems. Through 34 interviews with car-sharing providers, they tried to determine what
the success factors are for this type of business, e.g., the influence of environmental context,
and the characteristics of the typical customer. For our interest, the most interesting factors
are the ones about users, in particular, that customers expect cars to be within 300-500 m,
and for the free-floating scenario, some reserved parking spaces in dense areas, information
on parking, and free-of-charge search for parking-spaces are expected. Focusing mainly on
distance, [23] try to determine how the distance to an available vehicle influences the users’
behavior, and if there exists a threshold distance such that the customers are satisfied if a
vehicle is available within this distance, and are unsatisfied otherwise. The results, based on
a free-floating car-sharing system in Munich, show that the distance of the nearest available
car is the most important decision criterion for users and the probability of booking a car
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linearly depends on the distance to the nearest available car, instead a threshold distance
has not been detected.

2.3. Operating Area Clustering

A necessary step in the successful application of the algorithm is the clustering of the
operating area. For example [10] propose a two-step model for relocation, and the first
step consists of an offline demand clustering for prediction of the optimal future state of
spatially available vehicles (to be performed occasionally, e.g., once a year). Practically
they found the first two principal components and then they combined them into groups
by applying K-means clustering. Instead of doing a relocation once a year, the authors
of [24] provide a clustering method for the operating area that works online, also changes
during the operating time and performs only the necessary and effective repositioning
tasks. They propose as a performance indicator of their system the Zero-Vehicle-Time
(ZVT), which means that a certain zone is without vehicles and then the requests at that
time in that zone cannot be satisfied. Obviously, both service providers and customers want
to avoid this situation, hence their strategy is to globally minimize the ZVT. An alternative
approach can be seen in [25], where the authors proposed a methodology that exploits a
potential function, expression of user’s interest concerning different areas of the city, using
in particular Gaussian Mixture Models and Theory of mind [26], to split a metropolitan
area into sectors, that will be used in relocation. For simplicity, they took into account only
the multivariate 2D Gaussian that describes the vehicle distribution and also the position
of points of interest and points of disinterest. First, they estimate Gaussian mean and
covariance based on the position of each vehicle at the end of the day i (the procedure is
then repeated for n days), then, using the probability density function of the estimated
above, they divide the area into sectors.

2.4. User Clustering

Customer diversification is a key task to accomplish for the above-mentioned reasons.
With Collaborative Filtering, a reasonable strategy is to find similar users to a given one
and create clusters of clients to suggest new items. Most of the researchers focused on
how to apply a Collaborative Filtering (CF) method to datasets made by users that have
expressed preferences on the items they have tested through the assignment of ratings.
The main goal of the state-of-the-art research is to find a way to optimize the accuracy of
their models: Haifeng Liu et al. [27] tried to combine the local context for common ratings
of each pair of users and the global preference of each user’s ratings. Differently, Nadia
Fadhil AL-Bakri et al. [28] applied a common recommended system to a movie-reviews
dataset. Moreover, a hybrid approach between User-Based CF and Item-Based CF has been
explored by SongJie Gong [29] in which users have been clustered on users’ ratings and
then an item clustering has been applied to produce the recommendations.

All these approaches and many more [30-33] have all the peculiarity of clustering
people based only on the ratings they have assigned to items. In this paper, ratings are not
available for the vehicles users have used, so the state-of-the-art approach of CF cannot
be applied. Thus, the common clustering based on ratings has been replaced by K-means
based on the Recency-Frequency-Monetary features extracted by analyzing the dataset
and expanded by also including the duration of the analysis. To do so, the techniques
described by Yen-Liang Chen et al.[7], where RFM sequential patterns from customers’
purchasing data have been applied to electronic commerce, and I. Kabasakal [5], where
REM is presented along with a case study of an e-retailer from Turkey have been applied.
The application of a common RFM/RFD classification is, however, limited because it
does not consider other information that may be helpful, such as the places customers
have frequented. In our work, users’ locations are fundamental features to take into
consideration for segmenting, especially for economic purposes. For this reason, a good
approach is suggested by Schmidt et al. [34] that implemented a Spectral Clustering to find
Interest-Based Communities of Twitter users according to their preferences. This approach
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of segmentation may be applied to vehicles-users according to the places they are used to
traveling more. Finally, a User-Based CF technique has been considered to recommend
vehicles to the company’s users according to the maximization of Pearson’s correlation
metric, as suggested by Leily Sheugh [35].

3. Theoretical Background

In the following section, we provide the necessary theoretical background to bet-
ter understand the subsequent sections. Section 3.1 introduces the two main models for
segmentation, RFM and RFD, and outlines their characteristics in behavior-based cluster-
ing. Our next Section 3.2 defines two main clustering algorithms, K-means and spectral
clustering, which we will use in our experiments.

3.1. RFM and RFD Models for Segmentation

According to the introduction, RFM and RFD are methods used to identify the char-
acteristics of customers and then segment them into groups based on some common
characteristics. When segmenting data, data analysts generally consider different types of
patterns such as a customer’s occupation, gender, age, status, and geographical distribu-
tion, as well as psychographic characteristics such as social class, personality, and behavior.
By analyzing previous basket transactions, the RFM and RFD use these behavior-based
approaches to group customers into clusters. In addition, they can be used to identify
customer groups whose members are similar in terms of their purchase decisions. In both
RFM and RFD, the focus is on how recently, how often, and how much customers purchase,
with the only difference being that RFD focuses on time rather than money.

An RFM and RFD represent purchase behavior based on a combination of three dimen-
sions, represented by the three values of Recency, Frequency, and Monetary or Duration:

*  Recency: how many days passed since last purchase?
e  Frequency: what is the total number of purchases?

¢  Monetary: what is the total amount of money spent?
¢ Duration: what is the total time spent?

During REM/RFD, the first step is to score and rank customers based on these three
attributes by dividing their distribution into quartiles.

In each dimension, the highest 25 percent is ranked as 1 (best), and the lowest 25 per-
cent is ranked as 4 (worst). It is important to note that high values in Recency indicate an
undesirable condition. Therefore, the lowest 25% is ranked as 1 and the highest 25% is
ranked as 4 [5]. Following the above quartile division, these scores are juxtaposed in order
to create a segment bin value. As a final step, customer RFM/RFD scores are arranged
in ascending or descending order; the top clients are those with the lowest recency and
highest frequency-monetary/duration amounts, which means they have used the vehicles
recently and frequently.

By assigning scores and values to each individual user, the algorithm clusters them
into four distinct groups according to their REM/RFD values. These four groups are named
Platinum, Gold, Silver, Bronze and represent the groups of customers from the top ones
(Platinum) to the worst ones (Bronze). This clustering is based on K-means.

3.2. Clustering Techniques

Generally, clustering technologies are associated with unsupervised problems in the
literature, and a wide variety of approaches can be found in this area. This paper introduces
the most common clustering approach, K-means clustering, as a baseline for the later, spatial-
based spectral clustering.

3.2.1. K-Means

The K-means clustering method is an unsupervised classification method for identify-
ing patterns. It works by defining some unlabeled objects as vectors in a multidimensional
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space. The vectors are grouped into K different clusters, each with common characteristics
with the other vectors in the same cluster.

In order to assign clusters, a similarity measure must be defined. In general, K-means
partitions objects of interest into K clusters by minimizing the similarity between the target
object and the cluster centers; the similarity metric is typically Euclidean distance:

argmind(c;, x) 1)
c;eC

where d(c;, x) is the distance between the centroid of the selected cluster C and one point x
in this cluster. More specifically, given two points xq and xp, their Euclidean distance is:

d(x1,x2) = |x1 — x2]. )

The K-means algorithm can be summarized into four steps [28], as shown by the
pseudocode in Algorithm 1.

Algorithm 1 K-means algorithm

1: Starting centroids <— Choose randomly K items as initial centers

2: repeat

3:  assign to centroids < according to a metric, i.e., minimization of euclidean distance

4 mean computation < The mean is computed for all the items within one cluster. The

new center is the average of each cluster.

Calculation of new centroids < The difference between the newly calculated center

and the previous center in the same cluster is computed

6: until centroids do not change (difference between old and new is zero) or the maximum
number of repetitions has reached

@

3.2.2. Spectral Clustering

In graph theory, spectral clustering is a technique for identifying groups of nodes
based on the edges connecting them within a graph. This method relies on eigendecom-
position of the matrix associated with the users (represented by the nodes of the graph)
and their relationships (given by the edges) [34]. The matrix is called Adjacency matrix
W= (wij)i,jzl,...,n/ where w;; represents the connections between the vertices v; and v; and
it is equal to zero when no edges are present to connect them. Moreover, it is possible to
define the degree of a vertex v; € V as:

n
di =) wjj 3)
=

representing how many edges are connected to a given node. From this result, it is possible
to define the Degree matrix D as the diagonal matrix having the degrees di,...,d, on
its diagonal.

Clusters are usually extracted using a standard clustering algorithm, such as K-means,
on the relevant eigenvectors extracted from a Laplacian matrix. The most common type
of Laplacian matrix is unnormalized graph Laplacian, which can be calculated by simply
subtracting the adjacency matrix from the degree matrix:

L:=D-A 4)
This matrix has important properties [36], such as:
1.  For every vector f € R we have:
n

f’LfI% Y wii(fi — £i)? 5)

ij=1
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N

L is symmetric and positive semi-definite.

3. The smallest eigenvalue of L is 0, the corresponding eigenvector is the constant one
vector 1.

4. L has nnon-negative, real-valued eigenvalues 0 = A1 < Ay < -+ < Ay

The last step is to compute the clusters for n based on the vectors [34] using a cluster-
ing algorithm.

4. Dataset

Our dataset consists of 13,289 different trips for 4246 customers over a period of five
months. Two sources are provided: one containing requests for trips from users, and the
other containing periodic status updates sent by vehicles (a mix of scooters and bikes), both
in csv format. Among the features of the first one are: start, end, Siteld, Vehicleld, startLatitude,
startLongitude, startAltitude, finishLatitude, finishLongitude, finishAltitude, DateTime.

According to the coordinates, the data was collected in Barcelona, but subsequent data
processing and analysis can be applied to other cities as well.

As a first step, we arbitrarily defined the operating area (Latitude: 41.300-41.500,
Longitude: 2.050-2.225), and dropped all entries outside of the operating area. Using
Python Client for Google Maps Services, we were able to add two additional columns to
the data set: startNeighborhood and finishNeighborhood. Using the Google API, we gathered
additional information: given the latitude and longitude coordinates, we chose to save the
neighborhood of the starting and finishing points.

Our analysis of the distribution of requests in Barcelona was based on the 73 neigh-
borhoods that exist in the city. Accordingly, we retrieve from the Barcelona open data
repository (bcn-geodata (accessed on 1 may 2022) a map of the city with subdivision into
neighborhoods in geojson format that can be processed using geopandas library.

We chose to analyze:

e  Time distribution throughout the day, grouped hourly.

e Time distribution throughout the weekdays, grouped daily.

*  Spatial distribution on plain map, in particular, scatter plot and heat map.

*  Spatial distribution on map with neighborhood division, also presenting the most
common starting/finishing neighborhood combination.

*  Both previous spatial distribution throughout the hour of the day.

In the following sections, we present relevant results, obtained from data collected
between August 2020 and September 2020. In this case, we are dealing with a tourist city
during a period of high touristic demand (data were collected in August, the month with
the highest touristic demand in 2019 according to ([37], p. 40)). The data collected has
a strong bias due to the pandemic effect on tourist demand, see —91.5% for overnights
in hotels.

4.1. Time Distribution

First, we analyze vehicle usage according to the time of day and day of the week.
Figure 1 illustrates the hourly distribution of requests throughout the day, with a spike
between 16:00 and 18:00, with over 1500 requests each. We speculate that the vehicles are
used mostly by locals at the end of their working shift since there is no clear peak associated
with morning working hours. Taking into account the spatial distribution in the following
section, we believe that the vehicles are being used by customers to hang out near the city
center, where most of the attractions are located.

For a personalized experience, it is essential to take into account this information. We
also report the relationship between the time spent on the vehicles and the amount spent.
Two trends can be seen in Figure 2: the vertical trend on the leftmost side shows that a large
number of users did not spend any money on the trip (usually, free trips are included with
app installation); furthermore, the diagonal line indicates that the duration of a journey is
linearly correlated with the amount of money spent.
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Figure 2. Time spent on vehicles (y) vs. money paid (x).

As can be seen from Figure 3, the days with the most requests are Thursday and Friday,
not the weekends. Compared to the first three days of the week, Saturday and Sunday
have comparable if not lower usage. It is possible that the majority of users may not be
tourists, but city residents and the service may be primarily used for leisure, or it may be
that residents are not in town on the weekend. In accordance with the speculation above,
the last days of the working week are often associated with an increase in the value of
the market stock, an effect known as the weekend effect [38,39]. It is our belief that this
behavior is similar if not related to the weekend effect, thus identifying the user base as being
primarily local.
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Figure 3. Daily request throughout the week.
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4.2. Spatial Distribution

Our next step is to report the location of the requests based on the time distribution
of the requests. Our heat map illustrates the actual density of requests starting, Figure 4a,
and finishing points, Figure 4b. On both maps, there appears to be a high concentration
area that gradually decreases with distance, with the exception of the eastern seaside area.
In comparison to the number of trips that started in peripheral areas, the main difference
between the two maps is the area from the center northward. There is no certainty as to
whether the surplus of trips originated in the city center or in another peripheral area. A
major issue that can arise from these distributions, namely a concentrated demand for
requests in the central area and a more widespread distribution of returned vehicles, is that
eventually there may be a shortage of vehicles in areas that are in high demand. In spite
of the fact that this analysis does not take into account user behavior outside of location
history, it is still essential to determine which areas require the most vehicles in order to
identify where they are needed.

M

(@) (b)
Figure 4. Location heat maps over the data set: (a) Starting points density; (b) Finishing points density.

4.3. Neighborhood Distribution

Section 4.2 shows a simple and raw analysis of the requests, so we group them
according to their neighborhood. In addition to 73 neighborhoods, Barcelona is divided
into 10 districts. Figure 5a,b illustrate the fact that the majority of requests originate and
end in a neighborhood in the center of the city known as La Dreta de I’Eixample, where
the majority of requests are initiated and completed. Among the most important places
in the city are, for example, Plagca de Catalunya, La Rambla and Passeig de Gricia, which
are located in this neighborhood). Figure 6a,b show that the first three neighborhoods
are the same for both starting and finishing points, while La Sagrada Familia becomes the
fourth neighborhood and Sant Antoni no longer appears in the top-5. This finding may be
attributed to a lack of touristic presence in the city of Barcelona as a result of the pandemic
situation and the hypothesized factors discussed in the previous section. Because of the
high amount of marketplaces in the neighborhood, Sant Antoni is considered to be a popular
destination, whereas Sant Gervasi—Galvany is mainly residential. Therefore, the migration
from a work-related neighbor to a residential neighbor may indicate that the majority
of users are locals rather than tourists in the considered time period. As a result of this
correlation, the sharing company may be able to better target user segments in the future,
for example, by partnering with local industries and offering free rides on the same line as
food stamps.
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Figure 5. Neighborhood distribution maps of the whole data set: (a) Starting point per neighborhood;
(b) Finishing points per neighborhood.

The previous analyses can be combined to obtain the plot in Figure 7, which shows
the most common combination of the starting and finishing neighborhood. Clearly, the
destinations do not change much between the start and end of the trip. It seems that
users tend to use the vehicle-sharing service for short trips, often ending up in the same
neighborhood or in a nearby neighborhood. Moreover, a majority of requests are received
within La Dreta de I’Exaimple which is considered to be the wealthiest area of Barcelona.
Considering that the La Dreta de I’Exaimple district covers 2% of Barcelona’s land (La Dreta de
I"Exaimple occupies 2.12 km? out of 101.9 km? for Barcelona), despite accounting for 32.7%
of the vehicles sharing usage, this analysis can assist the sharing company in concentrating
its efforts more locally rather than uniformly.

. . B occurrences . B occurrences
La Sagrada Familia Sant Gervasi - Galvany

Sant Antoni La Sagrada Familia
La Nova Esquerra de 'Eixample La Nova Esquerra de 1'Eixample
L’Antiga Esquerra de I'Eixample

L’Antiga Esquerra de I'Eixample

La Dreta de I'Eixample La Dreta de I'Eixample

0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000

(@) (b)
Figure 6. Five most frequent neighborhoods: (a) Starting points per neighborhood; (b) Finishing
points per neighborhood.
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Figure 7. Ten most common combinations of starting/finishing neighborhoods for trips.

4.4. Time and Spatial Distribution

We conclude by showing the distribution of requests throughout the day, combining
what we have performed in Section 4.1 with Sections 4.2 and 4.3. As a result of the large
volume of plots produced, we have presented only a small portion of them.

As a first step, we analyzed the peak hour, which is between 17:00 and 17:59. Specifi-
cally, the starting and finishing neighborhoods distribution maps are very similar to those
in Figure 5, as well as the neighborhoods with the greatest number of requests (Figure 6).
There are also similar results in the other two intervals of the peak hours, namely 16:00-
16:59 and 18:00-18:59. It appears that these requests do not follow a particular pattern in
time, and we can only make some assumptions about the reason: the city structure, i.e.,
most of the interests of the user are located in areas with high demand, and these demands
are determined by the user’s characteristics, such as age, occupation, and so on.

In addition, it is interesting to observe the request trend during the nighttime hours. It
is expected that users’ behavior differs in the morning or afternoon, specifically during the
time interval of 22:00-22:59. Nevertheless, there are no significant differences in the trend,
with the only change being that the third most frequent neighborhood is La Barceloneta, a
neighborhood defined by the presence of wealthy complexes such as yachts and sunbathing
beaches. As a result, the requests do not appear to be grouped according to a particular
time period. It is also noteworthy that late night and early morning hours, despite their
smaller demand, have a similar spatial distribution.

5. Experiments and Results

This section proposes two approaches to the problems discussed so far. Section 5.1
discusses the relocation problem, while Section 5.2 discusses the clustering of users.

5.1. Relocation Problem

The purpose of this section is to present a methodology to persuade users to adopt
certain behaviors with the aim of relocating the vehicle from zones with high demand to
zones with lower demand. Normally, this objective is achieved by offering some type of
incentive to the customer: it could be a discounted rate for the trip or a bonus time that can
be used in the future. Due to the lack of data, we are unable to investigate the economic
aspect of the situation. As a result, we propose two subdivisions of the city, based on the
analysis presented in Section 4. Eventually, a manual relocation of the vehicle may be
needed, given that it appears too optimistic to achieve the desired relocation without the
intervention of an operator for an extended period of time.

According to a procedure similar to that described in [18], we arbitrarily defined
a central area, then categorized the neighborhood according to the number of requests
received. As we have not found a particular time pattern, the subdivisions are based on all
the collected data, without regard to the hour of the day.

Initial partitioning was determined as being the district containing the majority of the
neighborhood, i.e., the Example district, in which most requests are generated, while the rest
are classified as peripheral. In contrast, the second subdivision is based on the number of
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requests (see Table 1 for the exact threshold values). The next step was to classify the origin
neighborhood of the trips according to this subdivision in order to verify that it accurately
reflects the demand for zones. The two partitioning methods are shown in Figure 8, with
only two neighborhoods belonging to different categories.

41 46 1 ® central 41,46 ® central

® peripheral ® middle
41.44 A 41444 @  peripheral
41.42 4 41.42 A ’
41.40 A 41.40 A
41.38 1 41.38 1
41.36 41.36 1
41.34 1 41.34 1
41.32 4 41.32 A

205 210 215 220 205 210 215 220
(a) (b)

Figure 8. The two types of city’s areas division. Central, middle and peripheral neighbors are defined
by the number of requests on the right and by the presence of most neighborhoods on the left:
(a) Two-zones type, the central area is represented by Eixample district; (b) Three-zones type, the
neighborhoods are classified according to the number of requests.

Table 1. Three-zones division resulting areas and relative thresholds.

Zone Threshold (# of Request) Area (km?) % Total Area
Central n>999 8.21 8.07
Middle 299 <n <999 18.56 18.24

Peripheral n <299 75.00 73.69

5.1.1. Partition by Majority

Regarding the first type of subdivision, Table 2 shows a significant difference in the
percentage of total area: neighborhoods classified as central account for only 7.34% of the
total area. We can see in Figure 9 that despite this disproportion, 44.1% of requests originate
and end in the central zones, while 21.3% originate and end in peripheral zones. The aim
of the relocation algorithm is to ensure that there are vehicles available in the central area
during peak hours, by offering incentives to routes that fall into the peripheral-central
category (which is actually the least represented type of run).

Table 2. Two-zones division resulting areas.

Zone Area (km?) % Total Area

Central 7.47 7.34
Peripheral 94.30 92.66
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(peripheral, central)

(peripheral, peripheral)

(central, peripheral)

(central, central)

Figure 9. Number of trips classified according to two-zones division with respect to total number
of rips.

5.1.2. Partition by Request

As for the second type of subdivision, in Table 1, once again the zones” area and
their relative percentage are shown. The situation for peripheral zones, which can be
seen in Figure 10, is even more extreme: they account for 73.69% of the total area, but
only 16.2% of trips originate from here, as opposed to 56% previously. According to this
representation, the majority of trips are of the central-central type (24%) and the middle-
middle type (16.6%). According to this subdivision, peripheral-central, middle-central, and
peripheral-middle (although slightly fewer) trips should be encouraged.

_ (peripheral, middle)
(peripheral; central

(peripheral, peripheral) (central, central)

(middle, peripheral)

(central, peripheral)

(middle, middle)

(central, middle)

(middle, central)

Figure 10. Number of trips classified according to three-zone division with respect to total number
of trips.

5.1.3. Comparison

To test whether real users respond to incentives, some practical experiments in real
scenarios need to be conducted, but since this is not possible, we can only make assumptions.
The second method is more beneficial both to the service provider, who has a more refined
picture of the customer on which to base the discount, and to the users, who will have a
broader selection of options.

Since we cannot conduct experiments on real customers, we compared these results
to those collected in Cologne in [18]. First, the two operating areas are comparable: for
Barcelona is 101.77 km? and for Cologne is 94.2 km?; but the type of mobility analyzed
in [18] refers to automobiles rather than scooters and bikes. Nevertheless, the coverage
and number of passengers are similar to what is presented in this paper, so we can draw
some conclusions from the comparison of [18] with ours. Based on two-zone subdivisions,
Barcelona’s central area (7.34%) is half the size of Cologne’s (14.5%), yet more requests
(44.1%) originate in Spanish cities compared to 35.24% in German cities. There is a higher
proportion of requests coming from a smaller geographic area: this is an advantage for the
provider, who is able to manage the fleet of vehicles easily.
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5.2. User Clustering

It is now time for us to focus our attention on the analysis of user clusters.

5.2.1. REMD Analysis

The first step in this process is the transformation of the dataset into a Recency-
Frequency-Monetary-Duration dimension. The RFM values are calculated for each sin-
gle user:

*  Recency: The difference between the current and last day of vehicle use.
e  Frequency: total number of times a customer used the vehicle.
*  Monetary/Duration: total count of the euros/time spent.

For K-means to work, two conditions must be met: the distribution of the data should
not be skewed (i.e., long-tail distribution) and it should be standardized (i.e., mean O,
standard deviation 1). The resulting distribution is shown in Figure 11.

56 57

50

‘ |Il,|.___,._ﬁ_ 0
1 2 3 4

60

b 8
Freguency Monetary Duration

Figure 11. Plot of the scaled distribution of the REMD values. From left to right: Recency, Frequency,
Monetary, Duration.

5.2.2. Quantiles Buckets

First division can be estimated by discretizing the RFM variables into four equal-size
buckets based on the sample quantiles (So that groups of users fall, respectively, into
the 25%, 50%, 75% or 100% intervals of the distribution plots). In descending order of
importance, these buckets represent the loyalty of the customers and their aptitude for
spending money, beginning with the best users (Platinum) and ending with the worst users
(Bronze). Accordingly, we report the number of users per level in Table 3 and it can be seen
that most clients are at the top level.

Table 3. User Level clustering.

Platinum Gold Silver Bronze

1097 1492 1004 653

5.2.3. Similarity Clustering with K-Means

According to the previous phase, users were tagged as Platinum, Gold, Silver, or
Bronze based on their contribution to the company’s earnings, but the similarity between
users was not considered. In fact, a clustering approach is necessary.

The K-means method identifies points in space that have a smaller distance from their
neighbors and clusters them together. Having an understanding of how many clusters
(K) there are before clustering is essential. This method involves plotting different values
of cost (inertia) with changing K in order to determine the optimal number of clusters.
Increasing the value of K will result in fewer elements in the cluster, as shown in Figure 12.
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Figure 12. Elbow Plot for K-means clustering.

As an additional input, latitude and longitude coordinates are combined to account
for position data. For each possible trip represented in the dataset, a spectral clustering
algorithm has been applied. Since users may make multiple trips and end up in different
locations, it is important to select only one cluster for each trip. We consider a user location
as the one that is most frequently visited by the customer in this paper. Consequently, two
additional features are included in K-means for each user (in addition to the REMD values),
and the results are shown in Figure 13.

16.265 16.265

16.260 16.260

16.255 16.255
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o . . ) . *
§ 16245 § 16245
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Figure 13. Spectral clustering for all the initial trip positions in the dataset. It should be noted that
different trips have been made by the same user and that in some cases the user associated with a
specific trip has been clustered in different groups. (Left): Latitude vs. longitude plot of all trips
without clustering. (Right): three clusters of the same position trips, each color refers to a different
spectral clustering.

In a subsequent step, the most relevant cluster for each user is identified in a table
along with the RFMD values found previously and the K-means method is applied to K
possible clusters. In Figure 12, it can be seen how the best possible solution is to choose
K = 3. We report the resulting clustering in Table 4, showing how most users belong to
cluster number 0, which stores the top users.

Table 4. Number of users for final clustering.

Cluster 0 Cluster 1 Cluster 2
2200 980 1004

6. Conclusions

This paper addresses two key issues faced by vehicle-sharing companies: vehicle
relocation and user segmentation.

First, we analyze the provided dataset, Section 4, to infer user behavior with respect to
vehicle arrangement and money spent over different time frames. It appears that users are
most likely to rent vehicles in the late evening, probably because of working hours, and
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that a large percentage of users do not pay for their trips, which may be due to the fact that
the first trip is discounted.

In the next section, we present an implementation of a user-based relocation algorithm
that can be further enhanced to consider the characteristics of each customer in a particular
location. The first method is based on a partition by majority. Due to the number of
neighborhoods in the city, the area has been arbitrarily divided into two zones, resulting
in a reasonable distribution of requests. A partition by request was used to cluster the area
into three zones in the second method. Through this approach, we are able to define
two threshold values based on the number of requests made by users and obtain a more
detailed picture of the demand. In order to determine where the vehicle-sharing company
should focus its efforts, both methods can be used. This allows the company to focus on
an area that accounts for 7.47% of the total area of the city, thereby reducing the relocation
problem to the most affected areas of the city. Additionally, based on the financial ability
of the company, different thresholds can be set to divide the area into smaller clusters. By
doing so, a proportional effort can be made in the areas with a higher need, rather than a
distributed effort across the entire city.

After addressing the problem of user clustering, we develop a system that combines
spatial and K-means clustering to customize the experience of vehicle-sharing customers.
Our approach is two-fold:

¢ We deploy a Recency-Frequency-Monetary-Duration analysis extended with latitude/
longitude positions in order to extract user behavior from the data.

¢ Then we apply a user-based clustering algorithm to suggest similar users vehi-
cles strategies.

In this paper, we are interested in offering discounts based on the RFMD values in
order to influence user behavior. As a result of such discounts, users can be motivated to
end their trip at a location of high demand, thus assisting with relocation.

Limitations and Future Works

As a result of a lack of data, our study presents some important limitations that could
not be addressed. For example, it would be interesting to analyze the behavior of pre-
pandemic and post-pandemic situations in relation to the current analysis. As a result of
the restrictions present throughout most of the world, it is not surprising that COVID-19
had a great influence on vehicle sharing. Accordingly, it may be necessary to analyze how
the post-pandemic situation is evolving and whether a convergence with pre-pandemic
behavior is evident.

Furthermore, the data provided covers only one month, August to September, which is
a holiday period. Itis true that our data shows counterintuitive trends that can be attributed
to the combination of restrictions and the holiday season, as well as to the nature of the user
segment as a whole. In addition, we are unable to analyze the entire history of users based
on only one month’s worth of data. Most of the trips analyzed relate to novel users who
have not previously interacted with the company. As a result of inspecting this additional
data, we can gain a deeper understanding of the nature of users’ behavior, allowing us to
provide them with more personalized service.

Finally, we are not able to test our hypotheses in a real-world environment. We
present some solutions to the relocation problem and the segmentation of users, however,
these solutions remain theoretical since they cannot be tested. We believe, however, that
vehicle-sharing companies can still benefit from our findings.
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