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Abstract: As advances in science and technology, crisis, and increased competition impact labor
markets, reskilling and upskilling programs emerged to mitigate their effects. Since information
on continuing education is highly distributed across websites, choosing career paths and suitable
upskilling options is currently considered a challenging and cumbersome task. This article, therefore,
introduces a method for building a comprehensive knowledge graph from the education providers’
Web pages. We collect educational programs from 488 providers and leverage entity recognition and
entity linking methods in conjunction with contextualization to extract knowledge on entities such as
prerequisites, skills, learning objectives, and course content. Slot filling then integrates these entities
into an extensive knowledge graph that contains close to 74,000 nodes and over 734,000 edges. A
recommender system leverages the created graph, and background knowledge on occupations to
provide a career path and upskilling suggestions. Finally, we evaluate the knowledge extraction
approach on the CareerCoach 2022 gold standard and draw upon domain experts for judging the
career paths and upskilling suggestions provided by the recommender system.

Keywords: knowledge extraction; knowledge base population; entity recognition; entity classification;
entity linking; slot filling; knowledge graph; recommender system

1. Introduction

Over the last decade, vast amounts of open knowledge have been published as pub-
lic knowledge graphs. These graphs allow for the integration of knowledge from het-
erogeneous sources (e.g., via links to other datasets), and are fully interoperable with
the Semantic Web technology stack defining standards for storing, querying, and even
reasoning upon these graphs. The increasing popularity of knowledge graphs also led
to considerable growth of available datasets. As of May 2020, the Linked Open Data
(LOD) initiative counted 1255 public knowledge graphs compared to only twelve in
2007 (https://www.lod-cloud.net, accessed on 17 October 2022). Public knowledge graphs
have shaped research in many domains, where tools and methods that draw upon graphs
such as DBpedia Spotlight [1] and Recognyze lite [2] have emerged. These developments
have been complemented by growing business interest in maintaining private graphs of
enterprise knowledge which are often tightly integrated with public knowledge graphs [3].

The research presented in this paper aims at developing automatic knowledge graph
construction methods and recommender systems for the human resources and continuing
education domain. Both employers and employees are seriously affected by labor market
disruptions caused by shifting in-demand skills due to the pace of technology adoption,
automation, and crisis. Companies surveyed for the World Economic Forum estimate that
by 2025 6.4% of their workforce may be displaced by shifts in the division of labor between
humans and machines. In turn, new professions are expected to grow from 7.8% to 13.5%
as roles better adapted to these markets emerge [4]. Continuing education, particularly
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reskilling and upskilling provides feasible mitigation strategies by enabling employees
to obtain in-demand skills which increase their chances in the labor market. Companies
estimate that around 40% of their workforce will require reskilling of six months or less,
plan to offer reskilling and upskilling to 70% of their employees by 2025, and expect
employees to pick up new skills on the job [4].

Despite a growing pressure to attend continuing education programs, choosing feasi-
ble programs is currently a challenging and cumbersome task. Identifying suitable career
paths and short-term upskilling opportunities requires insights on relevant occupations and
continuing education programs, information that is distributed across multiple websites
and providers.

This article addresses these challenges by developing automatic knowledge graph
construction components that populate and update a continuing education knowledge
graph based on the websites of 488 different education providers. The created graph enables
semantic search and supports sophisticated queries (e.g., for education that provides
specific skill sets) over a SPARQL interface. It, therefore, provides a single point of entry for
searches that aim at locating suitable continuing education programs and publishes a query
interface that offers support for more sophisticated applications that build upon this graph.
The created knowledge graph and the presented methods have been developed within
the CareerCoach project (https://www.fhgr.ch/careercoach, accessed on 17 October 2022),
and are already used in industry to power data analytics applications and a platform that
provides semantic search for reskilling and upskilling options. Furthermore, we develop
recommender systems that draw upon the knowledge graph to help users in selecting
suitable career paths and education programs.

The main contributions of this paper are

1. the adaptation of knowledge extraction methods to the human resources and continu-
ing education domain;

2. applying these methods to a complex industry-driven setting that requires robust
methods capable of operating on content retrieved from a multitude of education
providers for automatic knowledge graph construction;

3. the creation of a continuing education knowledge graph that comprises 73,969 nodes
and 734,447 edges;

4. developing a knowledge-driven recommender system that draws upon this back-
ground knowledge to support users in identifying useful reskilling and upskilling op-
tions;

5. evaluating the created systems based on a slot-filling benchmark and domain expert
assessments.

The rest of the paper is organized as follows: Section 2 discusses related work. Section 3
presents an overview of the developed knowledge graph construction and recommender
systems, introduces the methods used by the automatic knowledge graph construction
process (Section 3.1), and then describes the recommender systems used for suggesting ca-
reer paths and the corresponding continuing educations (Section 3.2). Afterward, Section 4
provides a comprehensive evaluation of these systems, which is followed by a discussion
in Section 5. The paper concludes with Section 6, which summarizes the presented work,
and provides insights into planned future research.

2. Related Work

Industry-scale knowledge graphs such as the Google Knowledge Graph, Microsoft’s
Bing Knowledge Graph, and the knowledge graphs deployed by Facebook, eBay, and IBM
Watson have gained in importance in recent years [5]. In contrast to Linked Open Data
sources such as DBpedia [6] and Wikidata [7], these knowledge graphs are proprietary
and tailored towards specific use cases within the companies’ product portfolios. Never-
theless, they still comprise a considerable number of concepts. The LinkedIn economic
graph (https://economicgraph.linkedin.com/the-future-of-work, accessed on 17 October
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2022), for instance, contains information on over 774 million members, 50 million companies,
36,000 skills and 90,000 schools.

Creating and maintaining such comprehensive knowledge graphs requires signifi-
cant resources, which has accelerated research in automated knowledge extraction and
knowledge base population methods.

2.1. Knowledge Extraction and Knowledge Base Population

Knowledge base population, for instance, applies knowledge extraction techniques
towards discovering facts in unstructured textual resources that are then integrated into a
knowledge base or knowledge graph.

DBpedia, which is one of the most popular and influential knowledge graphs, is
constructed by extracting facts from Wikipedia Web pages and storing them in the form
of (subject, predicate, object) triples [6]. While DBpedia is solely populated based on
knowledge extracted from Wikipedia, many other approaches operate on considerably
more heterogeneous document collections as reflected in the composition of evaluation
datasets which cover News articles [8], question answering [9–11], and even general Web
documents [12,13].

Lin et al. [14] distinguish between two approaches towards knowledge base popula-
tion: (i) methods that draw upon entity linking and slot filling to extract information on
predefined slots (e.g., a person’s occupation, age, etc.) and (ii) open information extraction
(Open IE) that identifies arbitrary (subject, predicate, object) triples but also requires a
subsequent linking step for disambiguation and integration into a knowledge base. Slot
filling, relation linking, and entity linking are, therefore, important subtasks required for
the knowledge base population.

Entity recognition (ER) identifies mentions of entities in text documents, entity classifi-
cation (EC) also determines the entity type (e.g., person, organization, skill, etc.), and entity
linking (EL) links mentions to a knowledge graph such as DBpedia and Wikidata.

Rule-based approaches, machine learning, and deep learning have been successfully
used for ER and EC [15] with the latter group providing state-of-the-art results. Another
interesting development has been the introduction of approaches such as SpanNER [16]
that consider ER as a token span detection problem. These methods tend to perform
particularly well on out-of-vocabulary words, while token labeling provides better results
for use cases with long entities and low label consistency [16].

Knowledge graph disambiguation and neural models are currently among the most ef-
fective approaches toward EL. Systems such as AIDA [17], HITS [18], Babelfly [19], AGDIS-
TIS [20] and its multilingual versions MAG [21] have been among the top performers [2].
Recently, neural models such as NCEL [22], Dynamic Graph Convolutional Networks [23],
and models using minimal context information [24] have gained in importance and show
superior performance in many settings.

2.2. Slot Filling

Slot filling combines multiple pieces of information (e.g., skills, learning outcomes,
etc.) into a single knowledge base entry. When applied to open-world scenarios, slot
filling is very challenging, as demonstrated by competitions such as the TAC 2017 Cold
Start Slot Filling Task in which even the winning systems only obtained F-measures below
20% [25]. Restricting the task to a single language yields considerably better results. At
the TAC KBP 2013 English Slot Filling evaluation, for instance, the top-ranked system
developed by Roth et al. [26] yielded an F1 score of 37.3%. If applied to a single domain,
even complex temporal tasks such as temporal slot filling yield good results with F1 scores
of over 76.5% [27]. This assessment is also confirmed by Ritze et al. [28] who demonstrate
that slot filling is well suited for augmenting knowledge bases.

Siddique et al. [29] present a zero-shot slot-filling model capable of adapting effectively
to new domains by using pre-trained natural language processing models that provide
domain-independent word representations, propagating insights between tasks, using a
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generalized similarity function, and contextualizing word embeddings. In evaluations on
the SNIPS [30], ATIS [31], MultiWOZ [32] and SGD [33] datasets their system outperformed
state-of-the-art slot filling systems such as Coach [34], RZS[35] and CT [36].

2.3. Open Knowledge Extraction

At the European Semantic Web Conference (ESWC), the Open Knowledge Extraction
(OKE) challenges explored the use of Open Knowledge Extraction in the context of the
Semantic Web. The challenges comprised entity recognition, entity linking, and entity
typing as well as class induction and relation extraction tasks. Cerezo-Costas and Martin-
Vicente [37] introduced a deep learning engine that extracts relations between entity pairs
and applies expert knowledge to filter illogical relations. Chabchoub et al. [38], who won
the 2016 OKE challenge Task 1, combined entity recognition, and heuristics for merging
and filtering the detected mentions with a disambiguation technique that uses previous
entities for disambiguation.

Recently, end-to-end systems such as KBPearl [14] and Falcon [39] have gained in
importance. KBPearl, for instance, combines open information extraction, entity linking,
and relation linking tasks [14]. Falcon also jointly performs relation and entity linking tasks,
linking entities and relations to DBpedia and Wikidata [39].

2.4. Recommender Systems

Recommender systems aim at meeting the user’s personalized interests and over-
coming information overload by suggesting relevant items [40]. They are mainly cat-
egorized into collaborative filtering, content-based recommender systems, and hybrid
methods combining these approaches [41]. Standard methods used in knowledge graph
aware recommender systems include graph-based algorithms [42–44], embedding-based
approaches [45–48] and hybrid methods [49–51].

The research presented within this paper aims at creating a proprietary continuing
education knowledge graph, which will complement an existing occupation knowledge
base, job vacancies databases, and a repository of jobseeker profiles. The knowledge
graph will formalize knowledge on reskilling and upskilling options, enable the creation
of knowledge-driven recommender systems, and support customers in quickly locating
suitable career paths and educational offers. The introduced knowledge extraction and
knowledge graph construction techniques are instrumental in populating the continuing
education knowledge graph and improving the coverage of relevant areas in the existing
knowledge base, particularly the sections on skills and degrees.

3. Method

Figure 1 provides an overview of the methods and components introduced within
this paper. Section 3.1 describes the methods used to create an automatic knowledge
graph construction pipeline that analyzes Web pages published by education providers
to build and update a continuing education knowledge graph. Afterward, Section 3.2
introduces knowledge-driven recommender systems that leverage the created knowledge
graph to suggest beneficial reskilling and upskilling paths, and continuing educations
facilitating them.

The knowledge graph construction methods and the recommender systems require ex-
ternal knowledge for disambiguation, entity linking, and computing recommendations. The
project’s industry partner (×28), therefore, contributed to the ×28 occupation knowledge
base which formalizes domain knowledge on work-related areas such as skills, education,
occupations, topics, and industries. The knowledge base comprises 42 database tables and
also contains relations between instances, and links to other, publicly available schemas
such as the Standard Occupational Classification (SOC) (https://www.bls.gov/soc/, ac-
cessed on 17 October 2022) and multiple industry directories. This background knowledge
has been collected, formalized, and updated by ×28’s domain experts, represents years of
development, and is utilized together with domain-specific business logic and constraints

https://www.bls.gov/soc/
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in the knowledge extraction processes and the developed recommender system, either
directly or after transformation into a knowledge graph.

Figure 1. Use of knowledge graphs and ontologies for the suggestion of reskilling and upskilling paths.

Deploying knowledge graphs provides us with advantages in terms of interoperability
(i.e., we are no longer bound to proprietary database schemas), facilitates data integration
(e.g., via links to other knowledge graphs and datasets), and enables using the Semantic
Web stack which provides tools and standards for storing, querying and reasoning upon
the knowledge graph. These standards also facilitate interoperability with a number of
powerful third-party tools. The current version of the recommender system, for example,
only considers hierarchical relations between skills (Section 3.2.1). Due to the use of RDF-
based knowledge graphs, more complex reasoning could be easily added by drawing
upon reasoners such as DIG 2.0 [52] and Pellet (https://github.com/stardog-union/pellet,
accessed on 17 October 2022). In addition, the presented methods for page segmentation
(Section 3.1.1) and entity linking (Section 3.1.2) process knowledge graphs which makes
them much more versatile and easier to adapt to new application domains.

3.1. Knowledge Graph Construction from the Web

Figure 2 illustrates the developed knowledge extraction and knowledge base popula-
tion process, which currently operates on Web pages from 488 different education providers.
Extracting structured knowledge from websites, and its integration into knowledge graphs,
requires combining content extraction with context-aware knowledge extraction methods.

Figure 2. Overview of the automatic knowledge graph construction process.

The system’s knowledge graph population pipeline expands the continuing education
knowledge graph by analyzing the Web pages doci of educational offerings i. A page seg-
mentation and classification component extracts relevant page segments segtype

i ∈ doci with
type ∈ {target group, prerequisite, learning objective, course content, certificates & degree} from

https://github.com/stardog-union/pellet
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these pages. Afterward, entity linking identifies known entities eknown
ij such as skills and

occupation within the segments and links them to the ×28 occupation knowledge base. We
complement entity linking with entity recognition, which is capable of identifying entities
enew

ij that are not yet available in the knowledge base. The extracted new entities serve as
candidate entities for extending the ×28 occupation knowledge base, and considerably
improve the coverage of the entity extraction process.

Finally, the slot filling component fills for each educational offering i the slots out-
lined in Table 1 by contextualizing the extracted entities eij = eknown

ij ∪ enew
ij with the

information on the page segment type segtype
i from which they have been extracted. In

the real-world example shown in Figure 3, the slot value with surface form “Program-
mierung” (cc:25002374 (identifier for the knowledge base concept “programming”))
extracted from the page segment “Lehrinhalte”, for example, fills the course content
slot (cc:hasCourseContent), while the same entity extracted from the segment “Voraus-
setzungen” (so:programPrerequisites) would be considered a prerequisite for visiting
the course.

Figure 3. Snippet of an annotated example course description taken from https://www.sae.edu,
accessed on 17 October 2022. Light blue highlighting indicates identified entities, and the red border
outlines the page segment to which they have been assigned.

Table 1. Target slot, valid entity types and cardinalities of course entities.

Slot (Entity) Type (min, max) Cardinality

title title extracted from the page metadata (1, 1)
school school (1, 1)
target group degree, education, occupation, position, industry, topic (0, *)
prerequisite degree, education, occupation, position, skill, topic (0, *)
learning objective occupation, skill, topic (1, *)
course content skill, topic (1, *)
certificates degree, education (0, *)

After the completion of the slot-filling process, the system integrates the information
on each educational offering into the knowledge graph by generating the corresponding
triples (e.g., <https://sae.edu/course01> cc:hasCourseContent cc:25002374.) that are
then serialized in the RDF (Resource Description Framework) format.

The following sections discuss the applied methods in greater detail.

3.1.1. Page Segmentation

Most websites present educational offerings structured in sections such as course
prerequisites and learning objectives. Extracting the content within these sections and
correctly labeling it is key to ensuring that subsequent entity linking and slot-filling steps
can correctly link and contextualize (e.g., distinguish between skills that are prerequisites
versus learning outcomes) entities.

Page segmentation partitions the text in sections, identifies section titles and clusters,
and finally assigns each section to a label defined in a task-specific classification schema
(i.e., course title, target group, prerequisites, learning objectives, course content and degrees
& certificates).

https://www.sae.edu
https://sae.edu/course01
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The text partitioning task splits the HTML documents into segments, whenever one
of the following elements m ={div, p, li, td, th, dt, dd, summary, legend, h1, h2, h3, h4, h5, h6}
encloses text that does not contain any other separator element m.

Afterwards, the algorithm tries to identify cluster titles based on the HTML title
elements n ={h1, h2, h3, h4, h5, h6}. In practice, not all titles use a title element as specified
in the HTML standard, in which case the following fallback heuristic may be applied for
identifying non-standard title segments: (i) The segment’s text must not contain more than
three words; (ii) At least one word of the candidate text must appear in a domain-specific
list of commonly used title terms such as ‘prerequisite’, ‘content’, and ‘degree’.

Once title elements have been identified, they are used to determine the text cluster by
merging the segments below the titles (Figure 4).

Figure 4. Text divided into segments based on the example HTML snippet. Violet fields indicate
cluster titles, blue boxes the assigned content, and dashed lines cluster boundaries.

The final content classification step assigns clusters to the corresponding page segment
type segtype

i ∈ doci with type ∈ {course title, target group, prerequisites, learning objectives,
course content, degrees & certificates} by comparing title terms with patterns recorded within
the classification ontology. If the title terms do not match any known patterns, the cluster is
classified as unknown.

3.1.2. Entity Linking

The system uses a graph-based entity linking method [53] that draws upon the project’s
skill and education database. Based on the information needs of the developed knowledge-
driven recommender system (Section 3.2), we customized the component to identify the
following entity types used within the ×28 occupation knowledge base: (i) education,
(ii) function (i.e., occupation and position), (iii) skill and (iv) topic.

Similar to other machine learning components, we differentiate between data prepara-
tion, training, and evaluation (Figure 5). The data preparation step facilitates the Protege
Ontop (https://github.com/ontop/ontop, accessed on 17 October 2022) framework to
transform the ×28 occupation knowledge base into a Linked Data representation. The re-
sulting mapping has a significant impact on the further process since it defines the relations
and data points the system can utilize for training the entity linking component.

Figure 5. Steps required to prepare a knowledge base for use in the entity linking (EL) compo-
nent: data preparation transforms the data into a Linked Data repository, training mines the data
repository to create a serializable EL profile, and evaluation uses the profile to annotate new and
unknown documents.

https://github.com/ontop/ontop
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The training step then draws upon the use of case-specific SPARQL queries to mine
relevant entities and context information from the created Linked Data repository. For
further processing, all concept labels mined from the knowledge base are either marked as
qualifying names that fully identify entities (such as “hedge fund manager”), ambiguous
names that are not sufficient for identifying an entity (e.g., “wolf of wall street”), or context
information. Automatic graph mining extracts relations between entities which are then
utilized by the graph-based disambiguation algorithm. The EL Profile Builder further
applies multiple pre-processors and analyzers to the query results, which create artificial
name variations such as plurals, possessive forms, and abbreviations to maximize the EL
profile’s coverage. Afterward, analyzers determine the relevancy of the surface forms
(queried and generated) within the profile, by classifying them into unambiguous surface
forms, ambiguous surface forms, and context terms. The EL Profile Builder concludes
training by serializing the model to a binary EL profile that contains all information required
for the EL process.

The EL Web Service, used in the evaluation step, draws upon a graph-based disam-
biguation algorithm [53] that operates on the serialized EL profiles. The service identifies
entities within the provided page segments and links them to the corresponding nodes
within the occupation knowledge base.

3.1.3. Entity recognition and Entity Classification

An evaluation of the entity linking component revealed that the deployed knowledge
graph still misses approximately 45% of all relevant entities. We mitigate this issue by
using entity recognition and entity classification as fallback methods for identifying entities
that have not yet been included in the industry partner’s occupation knowledge base.
This strategy does improve recall and provides candidate concepts for inclusion into the
knowledge base, therefore, enhancing its coverage over time.

We model entity recognition and entity classification as a token classification problem,
where a deep learning model takes a sequence of tokens (e.g., a sentence) and then provides
labels for each of them. The entity classification component draws upon the distilbert-base-
german-cased model provided by the popular transformers library [54].

A domain adaptation and initial training step use a domain corpus of 28,000 docu-
ments that has been enriched with silver standard annotations obtained from the previously
described EL component. To improve the model’s capabilities of capturing new entities,
we performed a fine-tuning step that draws upon the gold standard documents to generate
the final model. A five-fold cross-evaluation procedure ensures that no training documents
are used within the evaluation. Table 2 summarizes the parameters used for training and
evaluation (all experiments have been performed on version 4.12.5 of the transformers
library), and Figure 6 outlines the model structure and the training process.

Figure 6. Transformer model used for entity recognition and entity classification.



Information 2022, 13, 510 9 of 24

Table 2. Parameters used by the entity recognition and entity classification transformer model.

Parameter Value

Solver (learning rate) Adam (5 × 10−5)
Activation Gaussian Error Linear Unit (GELU)
Base model distilbert-base-german-cased
Attention dropout 0.1
Dimension 768
Dropout 0.1
Hidden layer dimensions 3072
Initializer range 0.02
Max position embeddings 512
N heads (N layers) 12 (6)
Qa dropout 0.1
Seq classification dropout 0.2

3.1.4. Knowledge Graph Expansion

The knowledge graph expansion constructs the continuing education knowledge
graph and provides candidate concepts (e.g., new skills) for inclusion into the ×28 occupa-
tion knowledge base. It combines the entities obtained from the entity linking and entity
recognition processes with context knowledge yielded by the page segmentation heuris-
tic, to fill the slot values required for constructing the continuing education knowledge
graph. New entities that have been discovered by the entity recognition and classification
component and are, therefore, not yet in the occupation knowledge base are assigned
temporary identifiers that can be used for linking them to the knowledge base at a later
stage. Afterward, these new entities are forwarded to domain experts for review. If the
experts decide to include an entity in the knowledge base, it is assigned a permanent
identifier that is also propagated to the continuing education knowledge graph.

Table 1 provides an overview of the used slots, matching entity types, and the corre-
sponding cardinalities. The component retrieves the title slot from the Web page metadata
and fills all other slots by contextualizing the entities extracted in the previous steps.

Afterward, it draws upon the following RDF namespaces and the mapping outlined
in Table 3 to serialize the extracted knowledge in an RDF graph:

• cc: project-specific CareerCoach namespace that is used for custom vocabulary (e.g.,
course content, learning objectives) and for referring to entities within the industry
partner’s knowledge base

• dc: Dublin Core namespace used for the title, source, and date properties
• skos: Simple Knowledge Organization System namespace to indicate entities that

haven’t been assigned to a slot with the skos:related property
• so: Schema.org namespace to describe educational programs (e.g., credits and degrees

awarded, program prerequisites, and target audiences) and the organizations offering
these programs

Table 3. Vocabulary used for translating slot filling results to RDF statements.

Slot RDF Property

title dc:title
school so:provider
target grop so:targetAudience
prerequisite so:programPrerequisites
learning objectives cc:hasLearningObjective
course content cc:hasCourseContent
certificates so:educationalCredentialAwarded

Figure 7 shows a small fraction of the created graph which comprises two courses
offered by the Zurich University of Applied Sciences. The visualization replaces rdf:type
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statements with color coding, and only shows a fraction of the assigned skills, industries,
occupations, and degrees.

Figure 7. Visualization of the extracted knowledge graph for two continuing education offers
provided by the Zurich University of Applied Sciences. The visualization outlines a section of
the assigned properties and replaces rdf:type properties with color coding. Blue nodes indicate
education offerings, green nodes skills, orange nodes industries, yellow nodes occupations, and pink
nodes degrees.

3.2. Knowledge-Driven Recommender System

The developed recommender system uses the ×28 occupation knowledge base and
the created continuing education knowledge graph as knowledge sources. Furthermore, it
allows the integration of additional filtering and ranking criteria, including real-time data
on job vacancies to model the demand side of the job market.

3.2.1. Background Knowledge

The recommender uses the following functions to query background knowledge from
the occupation knowledge base and the continuing education graph:

• S(target) queries the occupation knowledge base for all skills si ∈ S(target) required
for the given target occupation; the query also considers hierarchical relations between
skills (e.g., the skill “Java programming” will automatically imply “Programming”);

• f (si) returns the number of occupations that require skill si from the occupation
knowledge base; and

• b(si, education) uses the continuing education graph to determine whether the given
education provides skill si, considering hierarchical relations between skills specified
in the occupation knowledge base.

The continuing knowledge graph provides additional information such as an educa-
tion’s target audience and prerequisites that are not yet used by the recommender system.

3.2.2. Business Logic and Constraints

Research conducted by experts from the World Economic Forum (WEF) [55,56] list the
following criteria for evaluating migration paths between occupations:

1. job similarity, which considers work activities, necessary knowledge (e.g., completed
educations), skills (i.e., cross-functional and specialized skills), abilities (e.g., physical
and cognitive capabilities), and expertise (education, years of work experience in the
job or job family)

2. similar job zones (i.e., expected level of education)
3. stable long-term prospects (i.e., demand for the occupation is not declining)
4. wage continuity or increase
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In contrast to CareerCoach, the WEF’s recommendations only propose reskilling
paths but do not consider the problem of identifying suitable reskilling and upskilling
opportunities that help in implementing the proposed changes.

Our recommender system draws upon a flexible knowledge-driven approach that
allows considering use-case-specific ranking criteria and constraints in the provided sug-
gestions. The WEF criteria have been particularly useful in designing the business logic
that guides suggestions of suitable career paths:

1. prefer similar jobs over less similar ones, since they require lower reskilling or up-
skilling efforts

2. the suggested jobs should expect a similar level of education (i.e., do not suggest
paths that would require significant additional education or would devaluate past
educations)

3. provides optional filters and ranking rules that consider a user’s preferences regard-
ing wage continuity or increase, expected long-term prospects, and geography (i.e.,
availability of suitable positions in a particular region)

3.2.3. Knowledge-Driven Occupation Recommendations

In our initial experiments, we provided the education recommender with the user’s
existing skills Suser, and the ones required by the target occupation S(target) to compute
the corresponding skill gap Sgap(target) (i.e., the list of required skills that are missing in
the user’s profile).

Sgap(target) = S(target)\Suser (1)

Our experiments revealed the relative size of the skill gap Srel
gap(target) as a good

ranking criterion, since it provides an estimation of how related the two occupations are.

Srel
gap(target) =

|Sgap(target)|
|S(target)| (2)

In addition, the recommender system supports filtering and re-ranking of the results
based on the criteria outlined in Section 3.2.2. Filters enforcing similar job zones have been
implemented, although the flexibility of the Swiss labor market limits their usefulness, since
it allows different educational levels for many occupations. A programmer, for example,
might have successfully completed an apprenticeship, a bachelor, a master, or even a
doctoral degree. Consequently, it is often not feasible to apply suitable restrictions, if only a
target occupation without additional context (e.g., from a job announcement) is provided.

3.2.4. Knowledge-Driven Continuing Education Recommendations

The most straightforward approach towards providing continuing education recom-
mendations would be extending the method presented in the previous section to reskilling
and upskilling recommendations by ranking education based on their capability to close
the skill gap Sgap(target) between the user’s skills and the ones required by the target
occupation.

Nevertheless, initial experiments quickly revealed this strategy as ineffective, since
it does not sufficiently distinguish between common cross-industry skills (e.g., project
management), and skills that are specific to the target occupation (e.g., Java programming).

Therefore, a new approach, that computes skill weights by drawing upon the back-
ground knowledge available in the ×28 occupation knowledge base, has been selected.

As outlined in Equations (3) and (4), the proposed strategy first determines the fre-
quency (Fmin

skill(target)) of the most specific skill for a certain target occupation and then
computes a weight w(si, target) ∈ [0, 1], which indicates the specificity of each skill si
for that particular occupation. As a result, the most job-specific skills obtain a weight
w(si, target) close to one, while less specific skills yield weights closer to zero.



Information 2022, 13, 510 12 of 24

Fmin
skill(target) = min

si∈S(target)
f (si) (3)

w(si, target) = Fmin
skill(target)/ f (si) (4)

Further qualitative analysis of real-world use cases revealed that cross-industry skills
are frequently essential for working in the target occupation. Consequently, it might be
counterproductive to ignore them completely. We, therefore, score recommendations by
combining the education’s contribution towards closing the job-specific skill gap with its
total coverage of skills:

score(Sgap(target), education) = α ·
∑si∈Sgap(target) b(si, education) · w(si, target)

∑si∈Sgap(target) w(si, target)
(5)

+ (1− α) ·
∑si∈Sgap(target) b(si, education)

|Sgap(target)|

b(si, education) =

{
1 if si ∈ S(education)
0 otherwise.

(6)

The factor b(si, education) indicates whether a skill si is provided by the suggested
education. The first term of Equation (5) estimates the continuing education’s relevance
to the target occupation and is weighted with α ∈ [0, 1]. The second term of the equation,
in contrast, corresponds to the completeness and is weighted with the factor (1 − α).
The computed score (score(Sgap(target), education)) is then used for ranking continuous
education options.

4. Evaluation

The evaluation focuses on the following two objectives: (i) quantifying the perfor-
mance of the introduced knowledge graph population component for the automatic popu-
lation of the continuing education knowledge graph, and (ii) illustrating the capabilities of
the recommender system that draws upon this graph.

We deploy both, evaluation datasets and expert assessments to evaluate the system’s
performance:

• The evaluation of the knowledge extraction and knowledge graph population com-
ponents uses the CareerCoach 2022 gold standard which has been introduced at the
27th International Conference on Natural Language & Information Systems (NLDB
2022) [57] (Section 4.1);

• The career path recommender is evaluated based on a gold standard of expert recom-
mendations (Section 4.2). Afterward, experts assess the usefulness of the provided
continuing education recommendations (Section 4.3).

Tables 4 and 5 provide an overview of the components, metrics and evaluation objec-
tives. The evaluation of the knowledge graph population approach assesses the methods
used for identifying entities to be integrated into the knowledge graph (i.e., entity linking,
entity classification, and entity recognition), and the contextualization of the extracted
entities (i.e., page segment recognition and page segment classification) which is required
for distinguishing between an education’s prerequisites and outcomes. Benchmarking the
slot-filling component compares the extracted slots to the gold standard data provided in
the CareerCoach 2022 dataset, yielding precision (P), recall (R), and F1 measures for the
overall slot-filling process.
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Table 4. Evaluation components, metrics, and objectives for the knowledge graph population
population method (Section 4.1).

Component Evaluation Metrics Objective

Page segment recognition P, R, F1 evaluate content
extractionPage segment classification P, R, F1

Entity Recognition P, R, F1 evaluate entity
extractionEntity Classification P, R, F1

Entity Linking P, R, F1

Slot filling P, R, F1 evaluate overall slot filling process

The evaluation of the recommender system compares its ranking of career paths
with a gold standard ranking provided by domain experts. Precision (P@3) and mean
average ranking precision (MAP@3) for the top-three recommendations provide insights
into the alignment between expert assessments and system recommendations. The same
group of experts also evaluates the usefulness of the provided continuing education
recommendations.

Table 5. Evaluation components, metrics, and objectives for the recommender system (Sections 4.2
and 4.3).

Component Evaluation Metrics Objective

career path recommender P@3, MAP@3 evaluate feasibility and beneficial-
ness of the suggested career paths

continuing education recom-
mender

Pb@3, Ps@3 evaluate usefulness of the sug-
gested educations

4.1. Knowledge Graph Population

The evaluation of the knowledge graph population pipeline relies upon a domain-
specific slot-filling gold standard that is described in Section 4.1.1. Afterwards, Section 4.1.2
discusses the evaluation of the content extraction subtasks, Section 4.1.3 the entity extraction
subtasks, and Section 4.1.4 the slot filling task required for creating the knowledge graph
(compare Figure 2).

4.1.1. Gold Standard

Our experiments draw upon the publicly available CareerCoach 2022 gold standard
dataset (https://github.com/fhgr/careercoach2022, accessed on 17 October 2022) [57]
which comprises (i) a document partition for evaluating knowledge extraction and clas-
sification tasks (169 documents), and (ii) a second partition, which contains annotations
for benchmarking entity extraction and slot filling (75 documents). In total, the dataset
contains over 3800 annotations and 169 documents, which have been obtained from 89
different education providers.

4.1.2. Content Extraction

Content extraction identifies and classifies text segments relevant to the slot-filling
tasks. We distinguish between,

1. T1: page segment recognition—locates page segments within HTML pages doc and
extracts the text string si ∈ doc from these segments.

2. T2: page segment classification—assigns each extracted text segment si to a class ci ∈ C.
The page segment classification considers the classes ’target_groups’, ’prerequisites’,
’learning_objectives’, ’course_contents’, and ’degrees & certificates’.

https://github.com/fhgr/careercoach2022
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We evaluate the page segment recognition task (T1) by comparing the tokens in the
extracted page segments ti ∈ si with the tokens in the gold standard segments tg ∈ sg,
computing precision (P), recall (R) and F1 measure as follows:

P =
|tg ∩ ti|

ti
(7)

R =
|tg ∩ ti|

tg
(8)

F1 = 2 · P · R
P + R

(9)

The evaluation of the page segment classification relies on the same metric, but requires
the classes of the gold standard page segment tc

g and of the extracted segment tg
i to match.

4.1.3. Entity Extraction

The entity extraction tasks aim at identifying mentions of entities of type ti ∈ Ti within
the extracted page segments. The corpus contains annotations of the following entity types:
’skill’, ’occupation’, ’topic’, ’position’, ’school’, ’industry’, ’education’, ’degree’.

1. T3: entity recognition—locates mentions mi of entities within text segments.
2. T4: entity classification—assigns each mention mi to the corresponding entity type

ti ∈ Ti.
3. T5: entity linking—links mentions mi to the appropriate entity ei in the knowledge

graph KG. Entities that are not yet available in the knowledge graph are handled
as NIL entities (i.e., they are assigned a temporary identifier that is unique for all
mentions which refer to the same entity).

The evaluation of the entity recognition (T3), entity classification (T4), and entity
linking (T5) tasks use the precision (P), recall (R), and F1 measures:

P =
|TP|

|TP ∪ FP| (10)

R =
|TP|

|TP ∪ FN| (11)

F1 = 2 · P · R
P + R

(12)

We distinguish between two evaluation settings: strict and relaxed. In the strict setting,
mentions mi identified by the entity recognition component for task T3 are considered true
positives (TP) if they are identical to a gold standard mention mg. The entity classification
task (T4) also requires that both entities have been assigned to the same entity type ti, and
the linking task (T5) requires linking the mention to the correct knowledge base entity ei.

The relaxed setting eases these conditions by also considering mentions that overlap a
gold standard mention as correct.

Entities that do not appear in the gold standard are considered false positives (FP),
and false negatives (FN) refer to gold standard entities which have been missed by the
entity extraction task.

4.1.4. Slot Filling

The slot-filling task (T6) combines all the tasks above. Page segment recognition (T1)
identifies page segments. Afterward, the page segment classification (T2) assigns them to
the corresponding segment cluster, and entity recognition (T3), entity classification (T4),
and entity linking (T5) are performed. Finally, we contextualize the extracted entities ei
based on the classification of the page segment in which they have occurred and assign
them to the corresponding slot.
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4.1.5. Experiments and Discussion

Table 6 summarizes the evaluation results for all six evaluation tasks. For the entity
linking and slot-filling task, the evaluation also distinguishes between the strict and the
relaxed setting.

Table 6. Slot filling and per component evaluation results.

Component P R F1

T1: page segment recognition 0.82 0.84 0.83
T2: page segment classification 0.82 0.84 0.83
T3: entity recognition 0.82 0.66 0.73
T4: entity classification 0.78 0.63 0.70
T5: entity linking (strict) 0.67 0.80 0.73
T5: entity linking (relaxed) 0.67 0.82 0.74
T6: slot filling (strict) 0.48 0.60 0.54
T6: slot filling (relaxed) 0.50 0.62 0.55

A comparison of the page segment recognition (T1) and page segment classification
(T2) performance reveals the same scores for both tasks. This confirms that the developed
simple segment classification heuristic (Section 3.1.1) has been very effective and has
classified all page segments correctly.

The evaluation also indicates that both entity recognition and entity classification have
been optimized towards a higher precision, to spare domain experts, which need to confirm
new entity types in the production process. Entity linking, in contrast, has been optimized
towards a higher recall, as shown in the evaluation results.

The evaluation of the overall slot-filling process only considers correctly assigned slots
(i.e., course, slot, and slot value are correct) as true positives. All other extracted values are
considered false positives, and missing values as false negatives. The F1 score of the slot-
filling process indicates that the system is not yet fully suitable for automated knowledge
graph population, but rather enables a semi-automated process that significantly improves
throughput when compared to the prior deployed manual approaches.

4.1.6. Automatic Knowledge Graph Population

Running the presented system on 55-course descriptions retrieved from the gold
standard’s second partition extends the knowledge graph by 453 unique statements. Most
of these statements (222) describe the course content, followed by target groups (90),
learning objectives (61), course prerequisites (51), and certificates (29). In addition, 511 slot
values have been marked as “related” since the system has not been able to unequivocally
resolve their slot, due to shortcomings in the page segmentation process. This result
indicates that improving the page partitioning process will be key to further enhancing the
system’s recall.

When applied to a corpus of 97,142 educations from 488 different education providers,
the system yields a knowledge graph that comprises 73,969 nodes and 734,447 edges. This
comprehensive knowledge graph provides the basis for the evaluation of the continuing
education recommender in Section 4.3 and is also used in commercial settings as outlined
in Section 5.

4.2. Career Path Recommender

The following section presents the evaluation of the career path recommender, which
suggests target occupations based on a user’s current occupation, skills, and preferences.

One of our first insights, when designing the evaluation of the recommender system,
has been the strong impact of user preferences on the evaluation outcome. Parameters such
as salary constraints and expectations on the market’s current and future demand for a
particular occupation are highly user-specific and easy to integrate as subsequent filtering
or re-ranking steps (Section 3.2.3).
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To objectify the evaluation process we, therefore, only consider the user’s current
skills and assess career paths based on the required upskilling and reskilling efforts. In this
setting, the recommender aims at minimizing the time jobseekers spend in retraining by
suggesting occupations based on their similarity.

4.2.1. Gold Standard

The gold standard dataset provides expert rankings of career paths for users with
different occupations and varying educational backgrounds.

The annotation process involved three domain experts with at least 18 months of
experience in the human resource domain who ranked suggested career paths based
on information provided by career counseling services such as the official Swiss career
counseling platform (https://berufsberatung.ch, accessed on 17 October 2022) and the
following criteria:

1. similarity between the current occupation and the suggested target job, and
2. availability of shortened reskilling and upskilling programs for a given job pair.

The experts used pre-tests on two independent datasets to identify disagreements and
improve the ranking guidelines accordingly. Entries in the first datasets were jointly ranked
and discussed by the experts. Afterward, they individually ranked entries in the second
dataset, compared their rankings, and discussed disagreements.

Finally, the gold standard has been created by randomizing and then ranking the
recommender’s top 15 job suggestions for the following six example profiles used in prior
work by Inglin [58]:

• employees with no formal vocational education that work in occupations requiring
little training (office assistant, production employee)

• employees working in a skilled craft or trade (painter, electrician)
• highly-skilled employees in occupations that require a university degree (junior busi-

ness analyst, commercial computer scientist)

If multiple target occupations are equally well suited in terms of these criteria, the
experts will award them with the same rank. For the commercial computer scientist, for
example, all three experts considered the following target jobs as equally well-matched:
Applications Integrator, Business Intelligence Consultant, Data Architect, IT Consultant, IT
Business Analyst, Requirements Engineer.

The benchmarking dataset contains the experts’ individual rankings and a consoli-
dated one that has been derived by majority voting. The evaluation in the next section also
reports the average expert agreement with the consolidated ranking to provide insights
into the level of consensus between the experts.

4.2.2. Evaluation Metrics and Results

Based on the provided rankings, we computed the precision (P@3) and mean average
ranking performance (MAP) between the top three expert and system suggestions as

P@3 =
|{expert suggestions} ∩ {system suggestions}|

|{system suggestions}| (13)

MAP(3) =
1
3

3

∑
i=1

(
1
i

i

∑
k=1

P@k

)
(14)

with P@k indicating the precision of the first k elements returned by the recommender.
Table 7 summarizes the evaluation results as well as the expert agreement. A drill-

down analysis revealed the following insights:

• The recommender works well if closely related target occupations exist. An office
assistant, for example, shares many skills with management assistants, office managers,
and commercial employees, which makes all three professions suitable career paths.
The same is true for the painter, which yields a plasterer as an alternative. Again,

https://berufsberatung.ch
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these two occupations are highly related and, therefore, share a considerable amount
of skills.

• If direct reskilling paths are not available, the recommendations become much more
difficult, which is also illustrated in a lower agreement between the domain experts
(column “avg. experts” in Table 7). Consequently, suggesting career pathways for an
electrician and production employee is a considerably harder task, which yields even
significant disagreement among experts.

• A notable exception to these observations is the commercial computer specialist, for
whom a lot of useful alternatives have been proposed. The low score for this use
case has been caused by the different rankings produced by experts and the system.
Nevertheless, the experts also considered the system’s three target occupations useful
career suggestions.

Table 7. Mean average ranking performance, precision, and average expert agreement for the career
path recommendations.

System avg. Experts
Prior Education Occupation MAP(3) P@3 MAP(3) P@3

no formal education office assistant 1.00 1.00 1.00 1.00
production employee 0.28 0.33 0.87 0.78

craft or trade electrician 0.28 0.33 0.83 0.67
painter 0.61 0.33 1.00 1.00

university
degree

junior business analyst 0.89 0.67 1.00 1.00
commercial computer
scientist 0.28 0.33 1.00 1.00

4.3. Continuing Education Recommender

The evaluation of the continuing education recommender draws upon (i) the six ex-
ample occupations used in the previous section, and (ii) the top three target occupations
proposed by the domain experts for these occupations. The continuing education recom-
mender then uses the knowledge graph created with the methods introduced in Section 3.1
to suggest suitable educations supporting the provided career paths.

4.3.1. Limitations

Initially, we tried to rank the recommended educations, but analyzing the expert sug-
gestions and subsequent discussions during pre-testing quickly revealed that the agreement
between the experts has been too low for a joint ranking since

1. the perceived value of education options differed considerably between experts, which
made it infeasible to provide a consolidated ranking;

2. some suggested career paths do not necessarily require any further education (e.g.,
the promotion from an office assistant to an office manager); and

3. a considerable number of career paths are not yet covered in the continuing education
knowledge graph so no useful recommendations could be found. As outlined in
Section 3.1, the knowledge graph population component draws upon the offerings
of a curated list of education providers. Consequently, its recall is fairly well for
formal education (e.g., studies and post-graduate courses), and popular continuing
education topics (e.g., languages, computer skills, etc.). Apprenticeships, in contrast,
are rarely covered, since they are typically offered by companies and trades rather
than educational institutions. Future work will address this issue, by integrating
knowledge from apprentice position directories.

We had to remove eight career paths not yet sufficiently covered by the continuing
education knowledge graph, since they required education outside the scope of the crawled
education providers: (i) paths involving apprenticeships such as the painter, electrician,
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and the upskilling of an office assistant to a commercial employee; and (ii) the career path
from junior business analyst to SAP business analyst.

4.3.2. Evaluation Metrics and Results

We implemented an evaluation that considers these limitations by letting the do-
main experts judge a randomized set of the recommender’s top 15 continuing education
suggestions based on the following two criteria:

1. benefit, i.e., whether the suggested education facilitates working in the aspired target
occupation (e.g., by providing required skills); and

2. sufficiency which requires the experts to judge whether candidates will be able to work
in the target occupation once they complete the proposed education.

Even this simplified setting was still very challenging. The experts achieved for the
first criteria (benefit) a Fleiss’ Kappa of 0.42 which is considered a moderate agreement.
The assessment of the education’s sufficiency posed an even greater challenge and would
have required a strategy for handling cases in which the education covered parts of the
relevant skills but failed to consider others. Consequently, experts only achieved a Kappa
of 0.19 (slight agreement) for this task.

The evaluation then computes the system’s P@3 score for both criteria with Pb@3
indicating the education’s beneficialness and Ps@3 its sufficiency. Table 8 summarizes
the evaluation results. Although most of the recommender’s suggestions are beneficial
as well as sufficient, the system does not yet correctly handle career paths that do not
require additional formal education (e.g., from junior to more senior positions or from the
office assistant to office manager). This has been particularly problematic for the career
path to the IT business analyst, where none of the suggested educations has been judged
beneficial by the domain experts (Pb@3 = 0), although they improved the employee’s fit to
the target occupation.

Another serious problem is the system’s failure to identify skills that are required rather
than desired to work in a target occupation. Although the algorithm already considers a
skill’s uniqueness as a weighting criterion, this information is not yet sufficient to choose
the right education for the career path between production employees and warehouse
clerks. A drill-down analysis revealed that addressing this issue would require adding
information on a skill’s importance to the occupation knowledge base.

Table 8. Evaluation of the continuing education recommender.

Occupation System
Start Target Pb@3 Ps@3

office assistant assistant to the manager 0.33 1.00
office manager 0.33 1.00

production
employee

warehouse clerk 0.67 0.00
logistician 0.67 0.33
production specialist 1.00 0.67

junior business analyst business analyst 0.67 1.00
business analysis manager 0.67 1.00

commercial computer scientist
application integrator 0.33 1.00
data architect 0.33 0.33
IT business analyst 0.00 1.00

5. Discussion

Knowledge-driven recommender systems base their suggestions on formalized back-
ground knowledge rather than user behavior. They do not rely upon behavioral data and
are, therefore, not affected by the “cold start” problem of collaborative approaches.

The research presented in this paper introduces
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1. a knowledge graph construction method used for creating a real-time continuing
education knowledge graph that summarizes knowledge extracted from education
provider websites; and

2. a recommender system that draws upon an occupation knowledge base and the ex-
tracted knowledge on continuing education for suggesting career paths and education
facilitating them.

Our evaluation of the knowledge graph construction method focused on five tasks per-
formed by the knowledge extraction components (page segment recognition, page segment
classification, entity recognition, entity classification, and entity linking), and the overall
slot-filling task. The evaluation identified the content classification component, the recall of
the entity classification task, and the disambiguation algorithm deployed for entity linking
as major areas for improvement. Since slot filling relies upon the outcome of the preceding
methods, addressing these shortcomings would also improve its overall performance.

The automatic knowledge graph construction component has been deployed to a cor-
pus of 97,142 educations yielding a continuing education graph that comprises 73,969 nodes
and 734,447 edges. The created knowledge graph has been applied to multiple industrial
settings in which the reported error types do not significantly impact usefulness. External in-
dustrial stakeholders use the continuing education graph for applications such as enabling
semantic search across education programs and data analytics. Stakeholder interviews
which included experts and the senior management from three different companies that
use the continuing education graph in their products revealed that stakeholders rated the
data quality either as satisfactory (4 out of 6 points) or good (5 out of 6 points). The external
stakeholders acknowledged the potential of the automatically created continuing education
knowledge graph and see clear benefits from its current use within their businesses.

One reason for the positive stakeholder assessment lies within the distribution of
continuing education offerings across the analyzed websites. Large education providers
not only tend to correctly implement web standards (which improves the accuracy of
the introduced content extraction components) but also contribute most of the relevant
education. The CareerCoach 2022 gold standard used in Section 4.1, in contrast, has
been designed with source variety in mind and, therefore, underestimated the system’s
performance in a real-world setting.

The evaluation of the recommender system outlined in Section 3.2 also leverages the
created continuing education knowledge graph in conjunction with the ×28 occupation
knowledge base. For use cases that require higher levels of precision and recall, the system
could be deployed as part of a semi-automatic knowledge graph-building process that
increases efficiency and effectiveness by providing domain experts with suggestions for
integrating new concepts and relations into the knowledge graph.

The evaluation of the recommender system aimed at (i) obtaining information on the
system’s performance for career path and education suggestions, (ii) outlining the method’s
potential, and (iii) collecting information on how weaknesses of the continuing education
knowledge graph impact the system’s performance.

Literature indicates, that the sophistication of the employees’ current occupation
considerably impacts their willingness to participate in reskilling and upskilling activities.
Highly-skilled workers are considerably more likely to partake in continuing education than
employees that work in occupations that require little or no formal vocational education
and a lot of routine tasks [59]. Our experiments aimed at considering these different
employee segments by benchmarking system performance for occupations with different
educational requirements.

The career path recommender suggests career paths based on the industry partner’s
occupation knowledge base. An in-depth analysis of its performance revealed that it
worked particularly well if closely related target occupations exist. In cases where such
closely related occupations have not been available, the quality of its recommendations
deteriorated, but so does the agreement between experts, which provided the gold standard
for ranking the recommender.
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Evaluation results for the education recommender, in contrast, have been strongly
affected by the occupation’s coverage in the continuing education ontology. In addition,
the recommendation task has been significantly more difficult, which is also reflected in
a low expert agreement (moderate agreement for an education’s beneficialness and only
slight agreement for its sufficiency). The evaluation yielded the following key insights:

• suggesting education is a challenging task and even experts struggle with providing
consistent recommendations. Future work will mitigate this issue by developing
strategies for edge cases such as education that only covers parts of the relevant skills.

• one of the system’s biggest strengths, the availability of real-time information on
online courses and educational offerings that have been directly obtained from the
provider’s websites, also became its major weakness, since education that has not
been covered in the input sources are not considered. In Switzerland, crafts, and
trades, for example, are taught through apprenticeships. Consequently, the coverage
of continuing education for crafts and trades has been insufficient within the contin-
uing education ontology forcing us to remove a total of eight career paths from the
evaluation. In addition, the career path to SAP business analyst had to be discarded,
since no suitable education had been available in the knowledge graph.

• the system does not yet consider the efforts required for completing further education.
Consequently, it preferred more comprehensive education over quicker ones. Edge
cases demonstrating this problem have been career paths where on-the-job experience
could have been sufficient for advancing to a more prestigious occupation (e.g., from
office assistant to office manager). Although all the system’s recommendations have
been suitable and would have been beneficial towards a possible promotion, domain
experts did not see a requirement for further education.

6. Outlook and Conclusions

This paper introduced a knowledge graph construction system that combines knowl-
edge extraction methods towards slot filling to extract continuing education offerings from
websites. We then defined six evaluation tasks for benchmarking slot filling and knowledge
extraction on the CareerCoach 2022 gold standard, which provided detailed information
on the component’s performance.

Applying the system to a corpus of Swiss education sites yielded a knowledge graph
that comprises 73,969 nodes and 734,447 edges covering educational offerings such as
academic programs, continuing education programs, courses, seminars, and online courses.

Both, the created continuing education knowledge graph and the industry partner’s
occupation knowledge base, act as knowledge sources for a recommender system that
suggests career paths and the corresponding continuing education offerings to its users.
The system avoids the cold-start problem by drawing upon these knowledge sources and
supports filtering and re-ranking criteria such as similarity of job zones (i.e., education
levels), the job’s long-term prospects in terms of expected demand, and salary restrictions,
which can be added via user preferences.

An evaluation used six well-defined use cases to compare the system’s mean average
ranking performance and precision for career path recommendations to an expert ranking.
Afterward, experts rated the system’s continuing education recommendations for the
suggested career paths based on their beneficialness and sufficiency.

Future work will focus on improving upon the shortcomings identified in the system’s
evaluation, particularly the knowledge graph’s coverage, by integrating companies that
offer apprenticeships, providing means for career paths for which further education is ben-
eficial rather than required, and considering the education’s cost (particularly the required
time and efforts) in the recommendations. We also plan to improve slot-filling performance
by enhancing page segmentation, and further fine-tuning the entity classification and
linking components.
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