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Abstract: In general, automation involves less human intervention, which leads to dependence on
preprogrammed machines and processes that operate continually and carry out numerous tasks. This
leads to predictable repeating behavior that can be used to advantage. Due to the incorporation of the
Internet of Things into such automated processes, these cyber–physical systems are now vulnerable to
cyberattacks, the patterns of which can be difficult to identify and understand. Wastewater treatment
plants (WTPs) can be challenging to run, but the treatment process is essential since drinking water
and water that can be recycled are extremely important to obtain. The increasing susceptibility
of WTPs to cyberattacks brought on by exploitation of their weaknesses poses a further challenge.
Understanding system weaknesses and potential exploits is necessary for securing such cyber–
physical systems. An attack graph utilization and visualization approach for WTPs is presented
in this paper. A formal modeling and encoding of the system were carried out using a structural
framework (AADL). The system model was then continuously checked by a model-checker called
JKind against security requirements to create attack routes, which were then merged into an attack
graph using a tool called GraphViz.

Keywords: wastewater treatment; security analysis; attack graph

1. Introduction

Physical damage, bioterrorism, chemical contamination, and cyberattack are the four
main categories under which risks to a water or wastewater infrastructure are catego-
rized [1]. Security for Industrial Control Systems (ICS) has become more crucial. Recent
assaults have demonstrated that securing control systems insufficiently could have catas-
trophic effects on society [2].

A formal approach is suggested by [3] for examining the security of Industrial Control
Systems (ICS), both before and after they are put into use. A model of the control system is
analyzed to identify system vulnerabilities using a knowledge-based method. The logic the-
ory’s rules are based on ICS security standards and guidelines and vulnerability databases.

A typical Wastewater Treatment Plant was examined by [4] from the perspective of
energy use, and a cryptographic mechanism for guaranteeing data privacy was suggested.
Reference [2] presents a modification to the Systems Modeling Language (SysML) that
enables the extraction of vulnerabilities from a model of an industrial control system. The
SysML model of a control system was then used as the input for a formal reasoning tool.
By designating specific components as compromised and using the ensuing analysis to
determine the effects of assaults on these components on system security as a whole, the
control system’s security can be strengthened. However, the logic principles that discern
system vulnerabilities from component ones have not thus far been fully implemented.

A technique is suggested by [5] for installing automation systems in water treatment
facilities that prioritize security and industrial systems that follow the ISA99 automation
safety criteria. The suggested system’s implementation is predicated on the idea of stan-
dardization, documenting of practices, tools, and methodologies, as well as the construction
of indicators, records, and a comprehensive awareness-raising process. This methodology
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may play an initial role in the implementation process of a certain enterprise, though it is
unlikely to be able to fully satisfy the requirements of a certain firm.

The current cyber-security research was reviewed by [6] with an eye toward enhancing
the safety of water supply and wastewater assortment and treatment apparatuses, which
are essential components of the national infrastructure. In order to explore the security
of non-drinking water facilities, more research is needed to create testbeds, simulations,
and databases.

The review study of [7] emphasizes the intricate interactions between water portion,
water variety, and community for six popular water management strategies, highlighting
the growing urge to examine water security in a more unified way.

A thorough report is presented by [8] on the knowledge base on water utility incidents,
and recommendations are provided for risk management and analysis. Due to a lack of data,
training, and priority within such facilities, risk analysis techniques are only occasionally
used. Utility companies can increase security by implementing clever solutions. Work is
required to identify system vulnerabilities and defense mechanisms against them.

The water and wastewater industry faces many specific difficulties when choosing and
putting into practice security countermeasures [9]. The main difficulties are: (1) the growing
interconnection of their business and control system networks; (2) the wide range of propri-
etary industrial control equipment used; (3) the abundance of cyber-security awareness;
and (4) the various ways in which the supplier may intend to achieve this awareness.

According to an analysis of external threats to industrial infrastructure, wastewater
treatment plant (WTP) facilities may be the target of attackers with malevolent intent who
want to obstruct the treatment process’ regular operations [10]. In terms of cyber-attacks,
the third most frequently attacked industry is the water industry [11]. Many such attacks,
however, either go unreported or are not discovered until it is too late. Industrial control
systems (ICS) have incorporated the Internet of Things (IoT) to increase and improve
the capability of the control and sensing elements to guarantee and ensure the seamless
integration of both systems. Connecting various components improves efficiency, control,
and production capacity, which in turn necessitates layers of autonomous cyber–physical
systems, increasing the reliability of the process of supplying safe water [6].

The attackers of wastewater treatment facilities are drawn to target certain compa-
nies due to their location or particular subdivision. The installations that use field level
devices for the treatment of wastewater are the main worry since they are susceptible to
manipulation and tampering [12].

State of Art

Wastewater treatment plants may have undisclosed cybersecurity vulnerabilities due
to their sophistication, and they therefore make desirable targets for cyber-attacks. A
thorough understanding of the networked system vulnerabilities and their correlations is
necessary to prevent such attacks and defend the essential construction networks. These
vulnerabilities can be misused to harm a system, causing significant impairment or the loss
of crucial data.

Attack graphs are pictorial data frameworks that depict each possible attack scenario
that an attacker might use to corrupt a system, typically in the pattern of a lineup of
attack incidents. When an attack graph has been established for a system, it is possible
to comprehend complicated vulnerabilities at a system level that can be derived from
weaknesses in individual elements and, as a result, to estimate the security risk of the
system as a whole.

In the literature, the modeling of attack graphs has been investigated for the analysis
of cyber–physical systems. For example, an algorithm was developed by [13] for the smart
grid using Python and the Jupyter Notebook. The technique involves the construction of a
model-based attack graph. A formal description of the system features is first produced,
as in our approach. Components, connectivity, vulnerabilities, resources, and pre- and
post-attack scenarios are included. The state, pre-, and post-condition matrices are built as
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three separate matrices. Following this, these matrices are encoded in order to learn more
about potential grid attacks.

Reachability hyper-graph clustering was conducted by [14] to direct the distributed
search process used to create an attack graph. Additionally, they provide a robust attack
template and network model to create chains of vulnerability exploitation. By compar-
ing privileges that have already been expanded (searched) in shared memory with the
prerequisites of the vulnerability or information source, it is possible to determine the
exploitability of each vulnerability or information source in software applications that an
attacker is currently able to access. In our approach, the architecture analysis and design
language (AADL) model’s pre and post conditions for attacker actions serve to capture
behavioral rules.

A new method for creating attack graphs is suggested by [15] based on vulnerability
correlation. The attack graph model primarily consists of two components: vulnerability
context, which defines the feature details of the vulnerability, and ICS network analogous
depiction, which establishes the formal depiction of target network resources. The com-
plexity of their approach can be expressed as O (n ×m2), where n is the number of nodes
and m is the number of flaws for every node.

The attack graph generating framework MulVAL was introduced by [16] for organiza-
tional networks. MulVAL is a logic-based security analyzer that automates information
collection by installing host-based scanners, and it simulates the linkages among software
flaws and network layouts. The suggested methodology illustrates particular industrial
communication schemes while taking into account the physical network designs. However,
it only covers a limited portion of the predicates while our scheme supports more general
security requirements (confidentiality, integrity, and availability).

Threat modeling is a methodological approach used to identify and rank potential
threats that could have an impact on the architectural artifacts and design level of a software
system, as presented by the Microsoft Threat Modeling Tool (MTMT) [17]. Based on the
interactions between different data flow diagrams (DFD) over a trust boundary, several
possible dangers might be hypothesized. The number of possible risks recognized depends
on the DFD’s abstraction level. Threats will also vary according to the particular DFD
elements chosen in the threat modeling tool. In order to enable developers to create effective
DFDs that accurately describe an application with trust boundaries established at the proper
locations, information should be made available prior to analysis.

Cyber-attacks have been examined using a variety of attack modeling demonstration
approaches, such as the diamond model, the kill chain, and the attack graph [18]. Every
technique is distinct and analyses an identical attack carried out using a variety of methods.
For instance, according to the diamond model, if the capabilities or infrastructure of the
target are lower than the adversary’s, the adversary can exploit the target, but if the target
has greater infrastructure and capability than the adversary, an assault activity will fail.
The kill chain technique, on the contrary, outlines the specific steps of an assault. The target
has the chance to stop the assault chain if it is discovered in any of the initial phases, even
if the adversary takes infrastructure and capabilities into account prior starting any assault.
The target must be made aware of the attack chain as a result. An attack graph approach
identifies many routes that could breach any firm network architecture. Every route may
indicate some information concerning a vulnerability. The attack graph approach can assist
in securing a complicated networked system from any prospective cyber-attack. However,
manually creating the attack graph is time-consuming and prone to mistakes because the
graph can have hundreds of nodes, especially in the case of a big network.

A threat modeling strategy is suggested by [19] for industrial cyber–physical systems
(ICPS). The process entails categorizing ICPS assets according to their level of importance
before analyzing the cyber security flaws, threats, risks, effects, and remedies. To achieve
end-to-end threat modeling, the methodology makes use of the digital twin and smart
manufacturing techniques. However, to virtualize probable attack scenarios and visualize
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the effects on data design variables, augmented reality (AR) and virtual reality (VR) are
required for the ICPS virtual design.

Our main contribution is a representation of the attack graph, which contains all
possible attack scenarios against a WTP. This requires taking into account the system
design, risks, and security concerns. The system model was encoded using a simple
descriptive language (AADL) which helped capture behavioral rules through establishing
pre and post requirements for attacker incidents. Our method creates an attack graph by
combining the attack paths into one graph using GraphViz after continuously checking the
system model with JKind checker to produce attack paths. The generated graph can be used
by designers to decide which cyber-attack defenses work best. The novelty of this work lies
in modeling threats against WTPs using attack graphs that capture the interdependencies
between the system’s components when assessing the overall security of the system as
opposed to other schemes in which it is impossible to prove that interactions between parts
of a system that are each resistant to a threat do not make the system susceptible to a threat,
such as the Microsoft Threat Modeling Tool (MTMT). Our scheme can also capture various
security requirements encoded as computational tree logic (CTL) expressions as opposed
to the limited security properties supported by other schemes such as the MulVAL scheme.

2. System Architecture
2.1. Water Treatment Process (WTP)

Figure 1 depicts the architecture of the entire system as well as the wastewater treat-
ment process. Its components and structures are as follows.

1. Water collection: to get the water to the treatment facility, it is collected from residences
and businesses and carried there using trucks or sewage pipes [20].

2. Screening procedure: bar screens are used [21] to filter out any inorganic parti-
cles present in the wastewater stream, as well as trash, toys, papers, firearms, and
other detritus.

3. Gritting process: in order to remove heavier inorganic grit particles from the water,
such as sand, silt, clay, coffee grounds, etc., a grit chamber [22] must be used.

4. Primary clarifiers: These are employed to separate the wastewater’s organic compo-
nents [23]. A rotating skimmer pushes floatable solids such as grease and oil into
collection trough teeth at the edges of the tank and lets the water pass through while
holding back the floating debris, oil, and fat. Water flows through circular basins
called sedimentation tanks, where the repulsion slows the flow rate to aid the settling
process. Settable solids create sludge by sinking to the angled bottom of the tank,
which is then scraped into a sludge pit by scraper arms.

5. Aeration: In this procedure, wastewater is infused with beneficial bacteria. These
microorganisms may eat biodegradable substances such as soap, food, human waste,
and detergents [24]. To provide the oxygen that these beneficial bacteria need to
survive, air is pumped through the mixture.

6. Secondary clarifiers: Like the primary clarifiers [25], these remove clumps that drop
to the bottom of the tank. Because these clumps still contain active microbes, they can
be employed again throughout the aeration process.

7. Disinfection and purification: The processed water travels through pipes and pumps
to the disinfection process, which is the last step. In order to eradicate the microorgan-
isms, this technique calls for the use of ultraviolet (UV) emissions [26] inside the tank.
These emissions subject the water to ultraviolet light.

8. Discharging: this step involves transferring the water to other treatment facilities,
rivers, or natural areas for additional testing and purification [27].
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2.2. WTP Topology

In Figure 1, the plant levels are displayed. Using Ethernet cables or Wi-Fi connec-
tions, each level is connected in turn from left to right as an incoming and an outgoing
communication signal. This is a collection of the plant’s features:

• Enterprise Level (E): In charge of overseeing workplace operations, plant finances,
input on general performance, and data gathered from other plant levels. Personal
computers (PCs), printers, and servers are included in this level [28]. A firewall (FW)
is positioned between the outside access point (AP) and the enterprise network (EN)
and monitors network traffic to block any unauthorized access or suspicious activity.

• Control Network Level (C): This level is made up of numerous components that handle
incoming data from the field level network and manage terminals, network access,
remote management, servers, and backups [6]. Wi-Fi connections are used to link it to
the enterprise level. The C level is made up of three main parts:

1. The Operator Station (OS) processes incoming data from the field network devices
using supervision interfaces for the operators and engineering staff [29].

2. Data Historian (DH): this program is designed to handle time series data events that
are logged and recorded [30] for a variety of internal plant processes.

3. Local Servers (LSs): In the event of rare occurrences [31] such as data corruption or
illegal cyber activity, these save all data and backups offered by the field level devices.

• Field Level (F): this includes the following items:

1. System Cabinet (SC): This serves as a link between the junction box and the control
network (CN) level [32]. It uses communication modules to send and receive data to
and from the sensors and actuators through the junction box. It includes the following
elements:

• Power supply units (PSUs): These devices give modules power, including central
processing units (CPUs) and programmable logic controllers (PLCs) [33]. When
there are abrupt surges or blackouts, this module is responsible for turning on and
adjusting the incoming and outgoing power supplies and providing feedback.

• Uninterrupted Power Supply (UPS): this gadget is plugged into the infrastructure
cabinet and provides power if there is a malfunction or damage to the power
supply units [34].

• Central Processing Unit (CPU): this component processes incoming data signals
to carry out specific commands in response to input from field instruments [35].
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• Programmable Logic Controller (PLC): after the CPU has processed the data, the
PLC processes the given data as inputs, runs the program that has been written
inside of it, and outputs the results according to the input data and programmed
logic [36].

• Firewall Module (FWM): this limits access to network resources [37].
• Proportional Integral Derivative Module (PID): this is a control loop mecha-

nism [38] that automatically calculates the errors between a desired set point and
a measured process field variable and performs corrections as needed.

2. Junction Box: This device, also known as a fieldbus junction box, transmits signals
from field devices to the system cabinet [39].

3. Industrial communication protocols such as Modbus, Profinet, and DNP3 are used by
sensors and actuators in the field including pumps, flow meters and pressure sensors,
motors and valves, ultraviolet radiators, ozone diffusers, and chemical releasers.
They use transmitters that are included with the sensors or actuators to wirelessly
communicate signals to the junction box. All incoming transmission signals from
the sensors and actuators are gathered by the junction box and then forwarded
to the system cabinet for computation. Feedback signals are transmitted from the
system cabinet’s firewall module to the control network, where incoming data is
displayed, processed, saved, and managed. The enterprise network handles the
control network’s processed data, which is transferred after passing through a firewall
that guards against illegal access from anyone without access rights.

2.3. Vulnerabilities and Types of Attacks

Because each level in the WTP is connected to the others, a firewall is installed between
them to isolate them in the event of a cyber-attack. The plant has three vulnerabilities that
have been identified. The first is commercial off-the-shelf (COTS) vulnerability in the PCs,
PLCs, sensors, and actuators that are available in the plant [40]. The second vulnerabil-
ity is firmware, which has to do with the instruments’ operating systems and updates.
The third is a computer software vulnerability known as a zero-day vulnerability [41].
The vulnerabilities can be used to launch numerous types of attacks using a variety of
tactics, including:

• Intelligence Gathering (IG): This can be done by gathering information that is open
to the public and can be obtained without the need for special access. For the other
type, specifications and data concerning the COTS- and Internet of Things (IoT)-run
equipment would need to be gathered [42].

• Man-in-the-Middle (MITM): The attacker stands between the two parties as a sort
of intermediary. Gaining access to the plant network opens the door to this kind of
attack [43].

• Denial-of-Service (DoS): By inundating the victim or its surrounding structure with
Internet traffic, the attacker disrupts the flow of traffic on a target server, resource, or
network [44].

• Phishing (PH): this is a type of social engineering in which an attacker sends a false
message with the goal of tricking a victim into disclosing sensitive information [45].

• Malware Injection (MI): This is the use of reconnaissance attacks by hackers to gather
information and data about the network architecture and protocols [46]. As a result,
the attackers will have the ability to modify and manipulate system commands as well
as remote plant process units.

• Zero-Day Exploit (0-DAY): hackers can destroy networks, data, and applications by
taking advantage of zero-day vulnerabilities.

3. Attack Graph Implementation
3.1. Official Description of the WTP

The following list of system characteristics is provided:

1. Attack starting point with root privileges is set at (AP) (static).
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2. Elements of Enterprise Network, EN; parameter en ∈ [PC, SE, PR] (static).
3. Elements of Control Network level, CN; parameter cn ∈ [HD, OS, LS] (static).
4. Elements at the Field Network level, FN; parameter fn ∈ [PLC, Sen, Act] (static).
5. System connectedness, L ⊆ [EN × EN, EN × CN, CN × CN, CN × FN]; lij = 1 if

component i and component j are fastened.
6. Vulnerabilities V: Boolean υi = 1 if host i has susceptibility υ ∈ {COTS, Zero-

Day, firmware}.
7. Attacks A; parameter a ∈ {IG, MITM, DoS, PH, MI, 0-DAY}.
8. Attack incidences, AI ⊆ A × {EN × EN, EN × CN, CN × CN, CN × FN}; named

aij ≡ host i ambushes host j.
9. Attack Permission P on host/device j ∈ [EN, CN, FN]; parameter pj ∈ {none, root}.
10. Info K, Boolean kj = 1 if attacker discloses information about host j.
11. Data Manipulation G, parameter gj = 1 if the attacker was successful in changing

j’s data.
12. Hardware administration H on appliance i ∈ {CN, FN}; Boolean hi = 1 if an attacker

manages to control the device’s firmware.
13. Attack pre-requirements:

• Pre(IGij) ≡ (lij = 1)
∧

(pi = none).
• Pre(MITMij) ≡ (lij = 1)

∧
(pi = root)

∧
(hi = 1).

• Pre(DoSij) ≡ (lij = 1)
∧

(pi = root)
∧

(COTSj = 1
∨⋂

firmwarej = 1).
• Pre(PHij) ≡ (lij = 1)

∧
(pi = root)

∧
(∃y ∈ EN: (ky = 1)).

• Pre(MIij) ≡ (lij = 1)
∧

(pi = root)
∧

(COTSj = 1
∨⋂

firmwarej = 1)
∧

(∃y ∈ {CN,
FN}: ky = 1).

• Pre(0-DAYij) ≡ (lij = 1)
∧

(Zero-Dayj = 1)
∧

(∃y ∈ {CN, FN}: ky = 1)
∧

(pi = root).

14. Attack post-requirements:

• Post(IGij) ≡ (kj = 1).
• Post(MITMij) ≡ (kj = 1)

∧
(gj = 1)

∧
(pj = root)

∧
(hj = 1).

• Post(DoSij) ≡ (kj = 1)
∧

(gj = 1)
∧

(pj = root)
∧

(hj = 1).
• Post(PHij) ≡ (kj = 1)

∧
(pj = root).

• Post(MIij) ≡ (kj = 1)
∧

(gj = 1)
∧

(pj = root).
• Post(0-DAYij) ≡ (pj = root).

15. Preliminary status: pAP = root
∧

(∀j ∈ {EN, CN, FN}: pj = none
∧

(kj = gj = hj = 0)).
16. Security indicator α demonstrates the attacker’s failure to hack WTP. The indicator’s

computational tree logic (CTL) expression is as follows:

α ≡ AG((hFN = 0), that is AG(¬ (hFN = 1)).

3.2. Attack Scenario Generation

The WTP’s design in the official description was encoded by adapting AADL inside the
Osate environment as depicted in Figure 2. The assume guarantee reasoning environment
(AGREE) annex plug-in, in which the variables or constants are defined locally, constrains
the AADL model. The AGREE plug-in interfaces with the model checker JKind and
converts the AADL + Annex models and security indicators to Lustre. JKind is an infinite-
state model checker designed to evaluate a system’s alleged safety properties using the
Lustre data flow synchronous programming language for real-time systems. Every time
the system is executed, the JKind uses a back-end satisfiability modulo theory (SMT) solver
to verify that a system model conforms with a particular temporal logic characteristic. A
counter example (CE) is a faulty operation in which a security indicator is not met. This
CE includes a series of attack incidences—one true at a time—that undermines the system
through breaching α. Thus, it is expressed as an attack scenario.
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The indicator under study α is programmed in disjunction with the created CE 1, that
is (α ∨ CE 1). A new CE is generated that satisfies ¬ (α ∨ CE 1) ≡ ¬ α ∧ ¬ CE 1. Five
additional CEs were discovered by repeating this procedure. Excel data spread sheets can
be imported from the created CEs. The attack graph (union of CEs) is graphically displayed
using the Graphviz tool utilizing the exported CEs as seen in Figure 4.
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Figure 4. Attack graph produced for the WTP.

The nodes in the graph describe the evolution of the system state as captured by
the dynamic parameters that change with each attacks incidence. These parameters are:
attacker permissions, information discloser, data manipulation, and hardware control.
The topological features are considered fixed/static in the system architecture. These
parameters are: system components, connectedness, and inherited vulnerabilities. Each
transition represents an attack incidence. In the initial node, the attacker is assumed to have
no permission on any system components (except the access point), no data discloser, no
data manipulation, and no control over the device’s firmware. Any route from the starting
node to the ending node is an attack scenario in which the attacker gains control over the
field devices.

4. Discussion

In Figure 3 it can be seen that the DoS incidence appears in each attack path in the
graph due to COTS flaws in CN devices and firmware flaws in FN devices. Additionally, it
is impossible to successfully undertake a MITM attack against the FN devices without first
performing a DoS or MITM attack against the CN devices. Therefore, if the assets can be
utilized to strengthen the OS of the devices and address these vulnerabilities, this could
prevent violations of property security. For instance, implementing an intrusion detection
system (IDS) that monitors the incoming and outgoing traffic within the Enterprise network,
as shown in Figure 5, would be one detection approach for enhancing the security of
the WTP. An alarm would be sounded, and a distress signal might be issued, to alert
the operator that a security breach has occurred. The operator would then perform the
necessary countermeasures to reduce the threat.
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Figure 5. Implementing enhanced network security.

Including the MAC filtering addresses [47] security measure will increase the privacy
and keenness of the WTP network and help to anticipate future unauthorized connections.
The installation of a virtual private network (VPN) [48] that is suited for nearby and farther
access will augment the keenness of the endeavor network and help to anticipate any
unauthorized access. Moreover, executing two factor authentication (2FA) [49] to get
to assets on the plant network, as opposed to utilizing the outdated strategy of simply
entering a username and password, can increase the resiliency and keenness of the network.
Additionally, a honeypot can be deployed to act as snare for assailants that attempt to
breach the network [50].

According to the created attack graph, artificial intelligence (AI) approaches can be
employed to effectively highlight the subsystems’ vulnerabilities. Security designers can
choose the worst-case attack scenario (with the fewest actions) that can harm the plant
the most by utilizing reinforcement learning. This is accomplished by giving the attack
instances numerical values based on the common vulnerability scoring system (CVSS).

We examined a further model-based threat modeling technique to validate our scheme.
The Microsoft Threat Modeling Tool (MTMT) [51] is a freely accessible, easy-to-use ap-
plication. It may be used by software developers to design their systems and examine
possible assaults by utilizing weaknesses. The tool generates a well-organized feedback
report describing the security resistance of each component to potential attacks. Figure 6
shows the whole system architecture, along with the elements that are available and their
connections using a data flow diagram (DFD).

Data flows, data stores, processes, and interactors are all included in the DFD, and
trust boundaries are used for threat modeling. Using the physical elements that the plant
had available and the various types of connections it used for traffic, the program was used
to display the plant’s elements and connections, and to evaluate prospective attacks.

The STRIDE approach, which refers to spoofing, tampering, repudiation, information
disclosure, denial of service, and elevation of privilege per interaction, is used by the MTMT
tool to apply threat modeling techniques. It is a method for classifying a wide range of
dangers and for describing in detail the kinds of relationships between components and
mitigating features so that they can be matched to the property that the software recognizes
and mitigate the threat. A “checklist” of specific dangers that must be accounted for is
given by STRIDE for each mapping between a general threat classification and a DFD
element type. Figure 7 depicts a sample of such a report and lists the name of the attack,
the potential mitigation measures, and the priority.

The analysis table, each component and connection type, the mitigating condition,
the type of attack, and a description are all displayed by the software. Figure 8 provides
specifics. The software advises re-establishing network access controls and undertaking risk
assessments to lessen the threat. Figure 9 depicts a case of a threat that has been minimized.
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We executed both the MTMT and our approach on a typical PC with a 2.8 GHz
Intel Core i7 processor and 8 GB of memory. They are knowledge-based approaches,
demanding prior understanding of the system model. Components, connectivity, assets,
resources, vulnerabilities, attacker capabilities, and security requirements are all included
in this. Formal determination of the system architecture model’s correctness determine how
accurate the two schemes are. The STRIDE takes time since it analyzes the DFD element by
element in comparison with a set of threats to which they are vulnerable [51]. It is therefore
impossible to prove that interactions between parts of a system that are each resistant to
a threat do not make the system susceptible to a threat. As a result of the assumptions
made for the system under examination, it also generates a fairly long list of threats that
the developer must prune.

The interdependencies between the system’s components are considered by our
scheme when assessing the overall security of the system. The JKind checker was uti-
lized to verify the system model under the security feature of interest, and the produced
attack cases are shown graphically using the Graphviz tool. The AADL model’s pre and
post requirements for attacker incidents helped to capture behavioral rules. Our scheme’s
drawback is that it necessitates the system model’s accessibility. The relationship between
the pre- and post-requirement number, the attack incidence number, and the dynamic state
variables is linear [52]. The complexity of the model size and the security requirement
length is polynomial [53].

5. Conclusions

Critical infrastructure, including the water supply, is becoming increasingly vulnerable
to cyber–physical security threats. This work describes the implementation of a model-
based attack graph and the visualization of a wastewater treatment plant (WTP) using
the JKind model checker. Microsoft’s threat modeling tool (MTMT) was also examined.
This allows the software architect to create a WTP system and to analyze and visualize
any security holes and potential attacks based on the way that components are connected.
Additionally, a report is produced, including a thorough analysis and recommendations for
rebuilding the system to handle security issues. The level of abstraction used by the DFD,
along with the appropriate placement of trust boundaries, determines how many potential
dangers are acknowledged. Our findings demonstrate the requirement for managerial
improvements, such as skills evaluation and suitable training to fill any gaps. The study of
mitigation techniques and the utilization of artificial intelligence in calculating the worst-
case attack scenario in which an attacker can inflict the highest degree of harm with the
fewest attacks are among the aspects that need to be investigated going forward.
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