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Abstract: In recent years, sharing threat information has been one of the most suggested solutions for
combating the ever-increasing number of cyberattacks, which stem from the system-wide adoption
of Information and Communication Technology (ICT) and consequently endangers the digital and
physical assets of organizations. Several solutions, however, were proposed to facilitate data exchange
between different systems, but none were able to address the main challenges of threat sharing such as
trust, privacy, interoperability, and automation in a single solution. To address these issues, this paper
presents a secure and efficient threat information sharing system that leverages Trusted Automated
Exchange of Intelligence Information (TAXIITM) standard and private blockchain technology to
automate the threat sharing procedure while offering privacy, data integrity, and interoperability.
The extensive evaluation of the solution implementation indicates its capability to offer secure
communication between participants without sacrificing data privacy and overall performance as
opposed to existing solutions.
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1. Introduction

In the modern era, critical infrastructures comprise a set of cyber-physical systems
which play key roles in maintaining healthy and functional societies [1,2]. While the
rapid adoption of Information and Communication Technology (ICT) systems by critical
infrastructures such as power networks have enhanced the performance and efficiency of
the overall systems, it has also opened the door to a novel type of cyberattacks that could
cause irreparable physical damages [3].

Inspired by the hacker’s strategy where they form well-structured groups and build a
comprehensive knowledge base for their most effective practices, several studies proposed
cyber threat information sharing as one of the most promising solutions to eliminate
complex modern cyberattacks [4,5]. According to NIST [6], Cyber Threat Information (CTI)
is “any information that can help an organization identify, assess, monitor, and respond to
cyber threats”. In other words, CTI creates an opportunity for detection and response to
incidents in a timely and actionable manner. Thereby, sharing CTI enables organizations
to achieve robust cybersecurity defence, effective recovery capacity, and uninterrupted
operation flow [4].

Like any information sharing procedure, there are essential requirements for sharing
CTI between organisations and security experts. Amongst these needs, establishing trust
is seen as a key enabler in such relationships. Consequently, in recent years, blockchain
has been widely deployed in modern information sharing systems offering trust between
diverse participants in the absence of a trusted central authority [7]. Under this perspective,
several works proposed blockchain-based CTI sharing platforms to address trust issues
in such systems. Nevertheless, the developed solutions trade performance and privacy
for secure communication since trusted relationships, transparency, and accountability in
blockchain come at expense of performance and the lack of privacy [8].
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This work builds on our previous solution [9] in which the technological capacity of
the TAXII framework was expanded to address the inherited deficiencies of the platform
such as the lack of support for event-driven architecture. The effectiveness of the CTI
sharing platform in addition to trust formation between different parties highly relies on
the reliability of shared information. Thereby, the developed solution leverages the TAXII
framework, blockchain and smart contracts to address the following research questions:

• How does the threat information sharing platform support secure communication
between diverse participants?

• What are the trade-offs between trust, immutability and privacy in the process of
sharing CTI and how can these needs be addressed effectively in a single solution?

• What is the overhead the involved parties would incur due to the deployment of the
developed solution?

The contributions of this paper are:

• The developed solution addresses trust issues associated with the CTI exchange on
two levels: (1) the dependability of a publisher; (2) the reliability of shared information.

• The solution records the hash of threat information immutably instead of the actual
CTI, thus it complies with the General Data Protection Regulation (GDPR) [10] right
to be forgotten.

• An implementation is entirely built on open-source software including the official
TAXII framework, Hyperledger Fabric and Quorum.

• The solution is thoroughly assessed in two different ways: A quantitative evaluation
using indicators such as resource utilisation and latency and a qualitative evaluation
considering attack vectors.

The rest of the paper is structured as follows: Section 2 briefly discusses the concepts
used throughout the paper. The blueprint of the developed solution is described thoroughly
in Section 3. Section 4 presents the implementation details of the design which are laid out
in the previous section. The extensive evaluation of the prototype is presented in Section 5.

2. Background
2.1. Blockchain Technology

Blockchain is defined as a distributed database where different nodes collaborate in
the absence of a trusted third party. To establish trust among unknown nodes, blockchain
deploys a consensus algorithm, enabling a legitimate node to add a new block in the correct
order. Data blocks are immutable in blockchain compared to standard Distributed Data-
Base (DDB). More precisely, users in blockchain can only execute write and read operations
while Distributed Data-Base Management System (DDBMS) apart from writing and reading
allows carrying out an update and delete operations on data records. To support this
feature, each data block in the blockchain comprises a timestamp, a cryptographic hash
of the current block as well as the parent block and transaction information [11]. Thereby,
any changes in the content of the block cause a mismatch between the block’s hash and the
value stored in the successor blocks. Additionally, in blockchain, only the owner of data
can modify the information relating to the ownership while DDBMS allows the system
administrator to change the ownership of any record. Thus, in blockchain the provenance of
a record is traceable. Similarly to DDB, blockchain offers availability and security resilience
against arbitrary failures since all nodes in the blockchain keep identical data blocks. Along
with security enhancement, blockchain utilises cryptographic primitives to create user
identifiers in form of addresses and thus improves the user’s privacy significantly [12].
Furthermore, many blockchains allow distributed applications, also called smart contracts,
to run on their nodes. Smart contracts are mainly utilised for identity and digital signature
verification, computation tasks, and interactions with other smart contracts. All transactions
triggered by a smart contract, are executed by all (full) nodes in the blockchain in a
reliable and deterministic manner. Additionally, all these transactions are persisted on the
blockchain and can be referred later for dispute management. It must be noted that even
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though the content of the smart contract is deployed immutably by all nodes, the outcomes
of transaction execution are only recorded on a chosen node.

In the last decade, a wide range of blockchains has been developed where each
serves disparate needs. For instance, blockchains based on their access control management
strategies are categorized into permissioned, permissionless, private and public blockchains.
A private permissioned blockchain only allows authorized nodes to execute transactions
and read data blocks. Thereby, it employs a lightweight consensus algorithm to establish
trust between different nodes. On the other hand, there are no restrictions on joining
and subsequently performing different transactions in a public permissionless blockchain.
Therefore, it deploys a compute-intensive consensus mechanism to address trust issues,
leading to prohibitively expensive execution of transactions [13].

With what is described above, blockchain is deemed as an appropriate solution for
sharing critical information where trust, integrity, availability, and traceability are indis-
pensable attributes.

2.2. Cyber Threat Information Sharing

This section explains the related work concerning Cyber Threat Information Sharing
methods. It also lists the criteria which are used to evaluate CTI sharing frameworks.

As stated in the 2019 cyber-crime study conducted by Accenture [14], there is a
substantial growth in the financial loss that organisations incur due to different cyberattacks.
The study also predicted that in the next five years cyber threats jeopardize the assets of
companies exposed to this class of attacks with an estimated value of $5.2 trillion. Thereby,
the numbers mentioned above highlight the definite need for robust and reliable procedures
aimed at securing organisations and critical infrastructure against complex cyberattacks.
Standard information security mechanisms and technologies such as firewalls have been
widely deployed in critical infrastructures as mitigation for malicious activities, but they
are, nevertheless, inadequate to counter correlated and sophisticated cyberattacks [5].

A vast majority of organisations collectively agreed that sharing threat information is
one of the most effective solutions to combat modern adversaries [15]. This statement had
been backed by the SANS study [16], wherein about 81% of security experts mentioned
that they leverage shared CTI to achieve better cyber-security resilience. Furthermore,
in the same study SANS demonstrated that over the last few years the amount of pro-
duced and consumed threat information has been increasing continuously. This trend
implies a massive growth in the number of organisations that are actively contributing to
sharing information.

Establishing a successful CTI sharing system relies on several factors. The respective
requirements and challenges are extensively discussed in [16–19]. These studies viewed
threat sharing as community-driven efforts which, to be effective, entail active contributions
between public and private organisations. To achieve this, sector-specific Information
Sharing and Analysis Centers (ISACs) such as European Energy—Information Sharing
Analysis Centre (EE-ISAC) have been established with the goal of interconnecting different
governmental and industry partners [5].

In [6], NIST also defined a set of guidelines for establishing an effective CTI sharing
framework. Additionally, it attributed the reluctance of organisations to share threat in-
formation to the following factors: trust issues, privacy concerns particularly regarding
classified and personal data, lack of automated and interoperable sharing mechanisms,
the asymmetric relationship between CTI publisher and consumer, reliability of shared
information, regulation, and traceability issues. Among the mentioned obstacles, interoper-
ability, trusted relationships, privacy issues, the integrity of information and accountability
have been drawing significant attention and thus have been addressed in many research
works [20–22].

Despite an ever-increasing volume of shared CTI amongst organisations over the last
decades, still, a significant percentage of the information is unstructured [23]. To address
the interoperability issues, in recent years many data models such as Open Incident of
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Compromise (OpenIOC) [24], Cyber Observable eXpression (CybOXTM) [25], and Struc-
tured Threat Information eXpression (STIX) [26] have been developed and have presented
indicators of compromise, attack patterns and countermeasures. The majority of the CTI on-
tologies, however, were tailored to a specific use case, STIX data model [26] were designed
to cover a full range of topics within the cyber-security realm. Furthermore, the TAXII
standard [27] was defined to support the secure exchange of threat information particularly
data structured in STIX formats. Our previous work [9], which the current implementation
is also built upon, expanded the official TAXII framework, which is encouraged to be
utilised by public and private sectors for sharing threat information.

2.2.1. Blockchain-Based Cyber Threat Information Sharing

A substantial percentage of publications on blockchains, specifically Bitcoin, have been
predominantly centred around cyber-security topics [28] since blockchain, as described
in Section 2.1, offers security properties such as trust, traceability, accountability, and
reliability in a single solution. From the topics discussed in the studies, blockchain-based
cyber security mechanisms that are utilised for information sharing and auditing, after
security methods aimed at IoT devices, represent the most dominant theme in this field [29].
For instance, authors in [30] developed a novel CTI sharing platform using the STIX 2.0
standard and Hyperledger Fabric [31], tackling critical barriers in sharing information
namely interoperability issues, trust and privacy concerns. This solution leveraged the
Fabric channels and smart contracts to achieve higher efficiency and better efficacy while
exchanging CTI between different parties. In [13], a private permissioned blockchain is
leveraged to share threat information between users and service providers.

In [32], authors introduced a new blockchain-enabled method for sharing incidents
concerning cloud services. Hajizadeh et al. [33] devised an efficient and secure CTI sharing
system with the use of Hyperledger Fabric and Software-Defined Networking (SDN) [34].
Thereby, this work benefited from the security properties of a private blockchain and
the management capacities of SDN in a single solution, guaranteeing the integrity of
threat information and shortening the time between detection and mitigation activities.
Furthermore, the implementation has been thoroughly evaluated using the performance
indicators such as throughput and latency of transactions aimed at writing and reading
data from the fabric channels. All aforementioned solutions stored the full CTI record in
the blockchain, which made them less scalable considering the ever-increasing volume of
cyber incidents and low speed of blockchain transactions. Additionally, they undermined
the GDPR right to be forgotten [35] by keeping the immutable logs of CTI records.

In [36], a distributed threat information sharing framework based on blockchain is
proposed. This work devised two different smart contracts to enable a fully supervised
decision-making process and access control management. Wu et al. [37] studied trust
issues about threat sharing from two distinct perspectives: trustworthiness of participants
and quality of information. To this end, they implemented a quality assessment platform
using Ethereum and Trusted Execution Environment (TEE) where each participant runs
the reputation algorithm independently on their TEE and later shares the outcome with
others via Ethereum. Both works described above lacked empirical deployments and
subsequently did not present the proper evaluations for the developed solutions.

As discussed in [38], data gathering plays a key role in threat-sharing platforms,
particularly in modern systems where the ever-increasing volume of collected data has
been stored in external storage such as cloud servers. Cha et al. [38] addressed the reliability
issues arising from storing threat information in cloud servers with the use of private
blockchains. To this end, the solution recorded the essential data required for integrity
checks such as hash in a blockchain while storing the actual data in cloud servers. Thereby,
it remarkably improves the efficiency of the overall system by leveraging cloud servers
and private blockchain simultaneously. Despite the mentioned advantages, this work did
not discuss the negative impacts that the overhead stemming from the interaction with a
blockchain would have on the CTI sharing process.
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To address deficiencies of state-of-art solutions, we developed a blockchain-based
secure and efficient threat-sharing platform that leverages the security properties of the
blockchain by recording hash objects in the blockchain while optimizing the overall per-
formance by storing data in a database. Furthermore, our design has been evaluated
extensively from different dimensions including performance and cyber resilience.

2.2.2. Evaluation Criteria for Cyber Threat Information Sharing

Coupled with the essential requirements of CTI sharing platforms that were described
in Section 2.2, the evaluation criteria for such systems can be listed as follows:

1. Integrity: the authenticity of CTI is preserved while exchanging amongst organisations.
2. Performance: a CTI sharing platform optimises the performance merits such as

throughput and latency.
3. Trust: only authorised organisations can participate in the threat-sharing process.
4. Privacy: the platform does not expose any personal data to unauthorised parties.
5. Automation: Upon publishing new threat information, all organisations that are

subscribed to the respective incident should automatically receive the information.

3. Secure and Efficient Threat Information Sharing

Considering the growing concern about data security and privacy, this work develops
a blockchain-enabled Secure and Efficient Threat Sharing platform (SETS) which takes into
account the data protection regulations, specifically the GDPR right to be forgotten, while
leveraging a private permissioned blockchain for security properties. To this end, it extends
our previous solution [9] wherein the technological capacity of the TAXII framework was
expanded to address the inherited deficiencies of the platform including lack of support for
the event-driven architecture and absence of database protection. The rationale behind the
framework selection was to address interoperability issues among different sectors since
the TAXII framework is deemed as one of the most prominent cybersecurity information
sharing platforms.

It is noteworthy that the effectiveness of the CTI sharing platform not only depends
upon forming a trusting relationship between participants but also relies highly on the
reliability of shared information. Therefore, a security professional, before acting upon
received information, first would assure the trustworthiness of a CTI publisher, and then
would ensure that the integrity of the information has been preserved throughout the
sharing process. To enact the described principles, our solution only allows authenticated
and authorised producers to publish CTI in the SETS framework. Additionally, a publisher
stores the hash of information in the blockchain which would be later utilised by a consumer
to validate the integrity of a received CTI. Thereby, the developed solution benefits from
the tamper-proof logs, transparency, and traceability features of the blockchain while
minimizing the performance loss spawning from the interaction with the blockchain, by
recording only the essential data on the blockchain.

The Design

This section explains the design of the SETS framework that was briefly introduced in
the previous section. All steps in the developed solution, from publishing threat information
to distributing it to the interested organisations, fulfil the criteria mentioned in Section 2.2.2.
These steps are summarized in Figure 1.
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(a) process of publishing CTI (b) process of subscribing to CTI

(c) process of inquiry CTI

Figure 1. High-level view of the SETS framework. This figure illustrates how different compo-
nents of the framework communicate with each other in the context of publishing, subscribing and
inquiry processes.

The SETS framework only accepts connections from organisations that possess valid
credentials. Furthermore, it grants permission for publishing or inquiry data based on the
organisation’s role and thus satisfies the third criterion which is trust.

In the developed solution, a producer persists the hash of CTI in a private blockchain
while publishing the actual threat information in the SETS framework to meet the second
criteria which is performance, and the fourth criterion is privacy. Consequently, on the
receiving side, the organisation verifies the integrity of CTI using the respective hash stored
in the blockchain which leads to meeting the first criterion which is integrity.

In [9], the TAXII framework was extended with the publish-subscribe module, en-
abling the automatic distribution of CTI towards the subscribed partners upon reception
of new threat information. Thereby, the SETS framework satisfies the fifth criterion which
is automation.

The process of sharing threat information in this paper which is also illustrated in
Figure 1 can be described as follows:

0 Discovery: A Security Expert (SE) in Organisation A discovers a cyber incident. t and
mt represent the threat information and the related metadata, respectively. mt, which
comprises the CTI identifier, collection ID and version of the object, is mainly used
to identify the CTI object uniquely. According to [39], a CTI identifier is generated in
form of object-type–UUIDv4 where object-type specifies the value of a certain type of
CTI object and the UUIDv4 is generated based on RFC 4122 [40]. The collection ID
also determines to which collection the information belongs. SE computes the hash
of the information, ht, using the hash function H(). In the next steps, the hash value
would be utilised for the integrity check.

1 Publish: SE publishes the new threat information t to the SETS framework where t
is stored in the database to satisfy the performance criterion. On the other hand, the
expert writes mt along with the ht (the tuple (mt, ht)) in the private blockchain where
only authorised partners can execute transactions (i.e., the trust criteria). Despite sev-
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eral advantages of storing threat information in the private blockchain, this approach
has some shortfalls such as lower throughput and immutable records compared to
the database. Thereby, this solution leverages the database and the blockchain simul-
taneously to achieve better performance while protecting the data integrity against
unsolicited malicious activities. Furthermore, the rationale behind choosing the pri-
vate blockchain over the public one is to avoid the high cost of transaction executions
in terms of fee and time in the public blockchain.

2.a Admission: Upon reception of a CTI object, the SETS framework first ensures that the
information has not been published before. Then it retrieves the respective hash ht
from the private blockchain using the information’s metadata mt. Next, it computes
the hash of CTI with the use of H() and checks H(t) against the hash value from
the blockchain. The SETS framework stores the tuple (mt, t) in the database after the
successful integrity check i.e., if H(t) == ht.

2.b Rejection: if the CTI object either has been received before or the hash values are
mismatched (i.e., H(t) 6= ht), the TAXII framework rejects the CTI submission from
SE. However, it does not take any further action to notify SE about the incident. In the
latter case, the hash mismatch implies that the CTI object has been altered while being
sent to the SETS framework.

3 Distribution: Apart from the integrity check and persisting t in the database, the
SETS framework also distributes the threat information to the interested organisations
via the pub-sub module. Since response time is crucial in effectively mitigating
cyberattacks, the CTI object is forwarded to the pub-sub module immediately after
receiving the SE’s submission. Therefore, the SETS framework does not wait for the
completion of the integrity check which might take a longer time due to interaction
with the blockchain. Therefore, at the time of distribution, it is quite likely that the
authenticity of t is not validated yet. Additionally, the content of the CTI object in
transition is potentially the attackers’ alteration target. Thereby, the organisation on
the receiving end needs to check the integrity of the CTI object upon reception.

4 Subscribe: A security expert in Organisation B subscribes to a certain type of threat
information (e.g., an indicator of compromise) which is shared with the SETS frame-
work by different organisations. Then it will receive the relevant CTI from the SETS
framework when any threat information is published in the respective channel. Simi-
larly to the SETS framework, SE computes the hash of CTI using H() and compares it
with the hash value that is retrieved from the blockchain. If H(t) == ht, SE accepts
the CTI object and takes it into use for further actions (step 4.a), otherwise it rejects the
SETS’ submission (step 4.b) since the hash mismatch implies that the CTI object has
been altered while transporting.

5 Inquiry: In addition to the publish-subscribe communication paradigm, the SETS
framework provides a specific CTI object in response to the SE’s request. In this
communication model, the SETS framework retrieves the queried threat information t
from the database. Next, it computes the hash of CTI and checks it against ht which is
obtained from the blockchain. Like the distribution phase, the SETS framework does
not wait for the completion of the integrity check and sends back t immediately after
retrieval from the database. The SETS framework marks the CTI record as valid if
H(t) == ht (step 5.a), otherwise the record is marked as invalid (step 5.b), implying
the CTI object in the database has been altered. Therefore, the SETS framework will
reject future queries about the same CTI record.

6 Inquiry Response: SE upon reception of a response to the queried CTI, retrieves the
hash of data from the blockchain and checks it against the hash value that is computed
using H(). Like the subscribe phase, if H(t) matches ht, SE accepts the CTI object (step
6.a), otherwise, it rejects the SETS’ reply (step 6.b), implying the CTI object has been
modified either in the database or in transition.
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4. The Implementation

This section details the prototype implementing the design described above. This pro-
totype is built on top of the official implementation of TAXII 2.1 standard which is publicly
available at OASIS TC open repository [41,42], Hyperledger Fabric and Quorum as private
permissioned blockchains. As illustrated in Figure 2, the prototype is composed of four key
components: TAXII client, TAXII server (i.e., Medallion node), pub-sub middleware and
private blockchain.

Figure 2. Architecture of the SETS framework. The figure depicts the key components of the
prototype. The step numbers match Figure 1.

4.1. TAXII Client

Each organisation with the use of diverse information security tools produces a huge
volume of CTI such as anomaly reports and subsequently shares the data with other
organisations and legislative bodies that could benefit from this exchange. To enable
information sharing between diverse parties, every organisation, regardless of the roles
they may play in the context of CTI exchange, must support the TAXII client. In this
prototype, the client component extends a reference implementation of TAXII 2.1 client [42]
with the necessary functionalities that facilitate communication with blockchain and pub-
sub middleware. The TAXII client may take on different roles, namely producer and
consumer. If the client produces a CTI object, it disseminates the threat information to the
TAXII server which is mainly responsible for retaining CTI records and relaying them to
the subscribed parties. Additionally, to guarantee the integrity of the data in transition, the
client computes the hash of the CTI object using the hash function and further writes the
hash value along with the object’s metadata in a dedicated blockchain. To perform the latter
step, the blockchain-specific adapters for Quorum [43] and Hyperledger Fabric [31] are
added to the standard implementation of the TAXII client as these blockchains are among
the most widely deployed private permissioned blockchains. These adapters provide
interfaces to the data-storage smart contract that is deployed in the respective blockchain.
The data-storage smart contract is composed of the following functions:

• WriteCTIHash: this function stores the tuple mt, ht, which is given as input in the
dedicated blockchain.

• ReadCTIHash: this function retrieves the hash value ht, which is mapped to the given
metadata mt from the blockchain.

Therefore, these adapters enable running transactions on either Quorum or Fabric
nodes by invoking the functions described above. It is worth noting that the client only
persists the hash of a CTI object in the blockchain via WriteCTIHash, since the threat
information might directly or indirectly contain some personal data and thus recording it
on the blockchain would violate the GDPR right to be forgotten.

The TAXII client, apart from the producer role, might subscribe to a certain channel
provided by the pub-sub middleware. More precisely, the client creates temporary queues
for each CTI class (e.g., attacks) they subscribe to, binds them to the respective channels
and begins consuming the information forwarded to these queues.

Upon receiving a new CTI object in a queue, the TAXII client invokes the ReadCTIHash
function from the smart contract via the corresponding blockchain adapter. Next, it calcu-
lates the hash of the object using the hash function and compares it with the hash value
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that is obtained from the blockchain. If the authenticity of the CTI object is verified, the
client accepts the information or otherwise discards it. Figure 3 illustrates all steps that
would be taken within the context of the publish-subscribe communication model by the
TAXII client and server.

Figure 3. Sequence diagram of the SETS framework concerning the publish-subscribe communication
paradigm. Each step in this communication model is shown using the given inputs and the step
numbers specified in Figure 1.

4.2. TAXII Server

As stated above, the TAXII server sits between CTI providers and consumers and
maintains a repository of CTI objects which would be on-demand forwarded to the inter-
ested parties. The server component extends our previous work [9] which addressed the
inherited deficiencies of the minimal implementation of TAXII 2.1 server [41], so-called
medallion node, with the blockchain integration and pub-sub middleware. Thereby, the
TAXII server component similarly to the official implementation gives the ability to clients
to access the endpoints defined in TAXII 2.1 protocol using the Flask web framework [44].
It is noteworthy the TAXII server implementation opted for Flask as a web server due to
its lightweight design, minimal dependencies on external libraries and modularity. Fur-
thermore, the TAXII server implements different back-end “plugins” where CTI objects
and respective metadata are stored. Consequently, a client writes or reads threat informa-
tion from the backend plugins via disparate interfaces called TAXII Collections. Like our
previous work, the server utilises the OAuth2 service Keycloak [45] for the authentication
and authorization of clients. Additionally, the server deploys the MongoDB backend for
persisting CTI objects.

The TAXII server, upon reception of new information, runs the following tasks in
parallel, aiming to minimize the performance loss emerging from the interaction with the
dedicated blockchain:

• Publish: the server passes the threat information to the pub-sub middleware where
CTI objects would be written to pre-defined channels. The server component uses
the pub-sub middleware which was implemented in [9] on basis of the RabbitMQ
messaging platform.

• Persist: the server stores the CTI object in the backend plugin. However, it is most
likely that the validity of the record has not confirmed when the Persist task was
finalized. Therefore, the status of the CTI record is marked as pending before receiving
the integrity check outcomes.

• Integrity check: the server retrieves the hash of the CTI object from the blockchain.
To this end, like the client component, the blockchain-specific adapters are added to
the server implementation and used to invoke the ReadCTIHash function from the
DataStorage contract. The server also computes the hash of the object and checks it
against the hash value acquired from the blockchain. If the hash values match, the
status of the corresponding record sets to finalized. On contrary, for mismatching
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values, the status is set to invalid. The integrity check is typically completed after the
Publish task, thus the CTI consumers always check the authenticity of the received
information independently.

The TAXII server, in addition, to publishing requests, might receive an inquiry about
a specific CTI object. In such cases, the server executes the integrity check in parallel
with the data retrieval from the backend. More precisely, the server retrieves the queried
CTI object from the backend and subsequently sends back the information to the client.
Simultaneously, the integrity check process that is identical to what was described above is
executed and the record’s status would be updated accordingly. Figure 4 depicts the steps
that would be executed during a CTI inquiry process.

Figure 4. Sequence diagram of the SETS framework with respect to the request-response communica-
tion paradigm. Each step in this communication model is shown using the given inputs and the step
numbers specified in Figure 1.

4.3. Blockchain-Specific Interface

As described in Sections 4.1 and 4.2 and shown in Figure 5, the blockchain-specific
adapters enable communication between the components within the SETS framework and
blockchain nodes. Thereby, these adapters define interfaces toward different types of blockchain.
In this prototype, the SETS framework only provides the adapters for Quorum and Hyper-
ledger Fabric, although support for other blockchains can be seamlessly incorporated.

Figure 5. The high-level view of a blockchain-specific adapter.

During the initialisation phase, each adapter establishes a connection between the
TAXII components and the respective blockchain. Afterwards, the adapter, based on
the operations requested by the component, would trigger varying transactions on the
corresponding blockchain. To launch a transaction, the adapter invokes one of the functions
that are defined in the DataStorage smart contract.
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5. Evaluation
5.1. Testing Environment and Setup

The system under test (SUT) as shown in Figure 6 is a genuine representation of
the previously presented SETS framework. It includes a TAXII server (with a Pub-Sub
middleware and backend plugin), a private blockchain and a pair of experts which play
the roles of a producer and a consumer. This way, we can control all parts of the system
and measure the impact of the blockchain on the SUT performance. The load for each test
represents 1000 messages sent by the publisher and registered by the consumer at various
input send rates.

Figure 6. SUT environment.

The evaluation has been performed on a single consumer-level machine, with Ubuntu
20.04.4 LTS OS and an i7-6700HQ, 3.5 GHz, 4 cores, and 8 threads processor. The machine
had a score of 954 single-core and 3394 multi-cores when benchmarking using Geekbench
5. The available memory is 16 GB RAM.

The solution has been deployed as several Docker services running on a single host.
In the Quorum network, 4 nodes, each with their transaction manager, handle the private
smart contract transactions. The consensus algorithm used was Istanbul Byzantine Fault
Tolerant (IBFT), using a block time of 1 s, which is the default value for the IBFT mechanism.
RabbitMQ was deployed as a Pub-Sub middleware between clients. During testing, the
TAXII server has been using the in-memory backend plugin to record messages. Finally,
we have run prototypes for the Expert parties (publishers and subscribers), starting from
the taxii2-client Python package. While the Quorum and the SETS framework are part
of the same bridge network, the clients have been running on the host network. Using
this network configuration, we are imitating a real-life scenario in which a client would
address the parties by specific IP-port addresses, not translated hosts, as it usually works in
Docker bridge networks. According to [46], using Docker containers for real-time software
development would add under 150 µs RTT (Round-Trip Time), compared to a bare-machine
deployment, therefore, the impact on performance is far outweighed by the gained ease
of development.

Resource monitoring has been executed by collecting statistics offered by the Docker
daemon, using Google’s cAdvisor, in a custom setup specifically built for host monitoring.
We have recorded the minimum, maximum and average values for CPU and memory
usage for the relevant containers.

5.2. Latency, Throughput and Resource Utilisation in SETS framework

An event is a piece of cyber threat information that is meant to be shared using the
described system, encoded as STIX objects. To be able to send events to the SETS framework
at different rates, the producer uses the threading Python module and created a separate
thread for each event created. This is like a real environment in which an automated
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system would gather the information for an event on the main thread while sending them
on a secondary thread. We can introduce an artificial delay between the messages by
increasing the time interval between two threads sending their messages, but that does
not guarantee the order or resulting send rate, even though it influences the latter. The
consumer processes queued messages on a separate thread using the Python RabbitMQ
adapter pika [47].

Running test cases has been automated using a script where the number of producers,
consumers, inter-message interval, and the number of messages, have been given as inputs.
The consumer will automatically shut down if it records the expected number of events
successfully. The whole test will be shut down forcefully by test scaffolding after some
predetermined time. For the initial runtime limit, we have used random values for each
set of specific parameters, allowing the system to finish the job, and to have priors for the
following tests; thus, these initial tests are not included in the measurements, as they might
have had early cutoffs.

For the following results, we have run a setup with 1 producer, 1 consumer and
1000 events. We have used various delay intervals to get as possible to the desired send
rates of 50, 75, 100 and 125 messages per second. In 2022, the current year at the time of
writing, it is estimated in [48] that about 44 records are exposed every second to hacking
attempts. We have chosen the specific send rates in our tests to focus on the above threat
level and to be able to future-proof our system by showing it can function just as well with
higher event send rates. Therefore, we have started with 50 events per second as the lowest
publishing rate for testing, going as high as 125 events per second. We also had in mind
similar studies [49] for input send rate comparison, where they use 25 and 50 events per
second as the lowest rates when evaluating blockchain performance. Moreover, it’s likely
that not every event is to be reported individually by a security expert, as some of them
might refer to the same attack or vulnerability, with the result of the actual send rate to
be supported by the SETS framework being lower than the one reported above. Another
aspect is that, in a real-life system, the events would be spread out in many categories, while
in our test cases all events reported were put in a single queue in the Pub-Sub middleware.
This has the potential of both increasing the consumption rate (thus lowering the latency)
because the subscription model receives messages sequentially, and also increasing the
success rate, as we have discovered that, even if all the publishing is executed correctly for
all events, some get lost while notifying the consumer.

You can see in the tables below (Tables 1 and 2) the throughput and latency values for
the achieved send rates. Each send rate is the average of 3 repetitions with the closest rate.
Moreover, the first half of the tests that stand as a baseline for performance and resource
utilisation comparisons, have been carried out for the SETS platform without a blockchain
deployment, and thus, without our added functionality. The latency (Figure 7) is measured
as the difference between the last event completely consumed (including verification when
using blockchain) and the first event published, over the number of successful events.
The throughput (Figure 8) is the number of successfully consumed events over the total
consumption time. When comparing our latency measurement results with [49], in which
they have a similar, but not identical setup, using IBFT consensus in a 4-node Quorum
network, they reach 1.7 to 2.5 s latency per transaction for similar send rates. While they are
only measuring the transaction time covering the blockchain only, we cover a much more
complex workflow, but we get similar results: 3.05 s latency in our case when the SUT uses
the blockchain and under 0.12 s latency when it is not. We can conclude that the added
2.92 s is added by the use of Quorum and the interaction time of all other components
(when writing the hashes and reading them for verification) with it.
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Table 1. Latency and throughput measurements without blockchain.

Send Rate (m/s) Success Rate Throughput (m/s) Latency (s)

49.06 0.99 9.09 0.10
76.13 0.98 8.94 0.11

102.46 0.97 9.01 0.11
120.96 0.97 8.89 0.11

Table 2. Latency and throughput measurements with blockchain.

Send Rate (m/s) Success Rate Throughput (m/s) Latency (s)

49.21 0.99 0.33 3.00
72.69 0.98 0.32 3.03
96.15 0.96 0.32 3.09

120.04 0.96 0.32 3.09

Figure 7. Latency comparison depending on the send rate.

Figure 8. Throughput comparison depending on the send rate.

For the baseline configuration, the average throughput is 8.98± 0.12 messages per
second (Figure 8) and 0.11± 0.00 seconds latency (Figure 7). This is irrespective of the
send rate, showing that there is an upper-performance limit which is quite low for the
preliminary configuration of the SETS framework. As expected, when we add new security-
improving functionality based on blockchain, that performance drops significantly by 2.94 s
for latency. The achieved performance for the blockchain tests is 0.32± 0.00 messages per
second throughput (Figure 8) and 3.05± 0.04 seconds latency (Figure 7). While the latency
increase and throughput degradation were to be expected, we can say that the system
continues to perform consistently, underlining that the added functionality is stable. The
success rate (the fraction of the messages successfully recorded by the consumer from all the
messages sent by the producer) in all tests is always similar and above 0.95. However, we
can observe a slightly decreasing trend with the increase in send rate, but with low effects.
The difference between values of success rate (i.e., on average 0.95) and throughput (i.e.,
on average 0.32 messages per second) is stemmed from the fact the success rate represents
the fraction of the messages that are successfully processed by the consumer during the
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test execution time while throughput presents the number of messages that are delivered
to the consumer in every second. Thereby, the experimental results indicate that for high
send rates (e.g., 50 messages per second) the prototype is incapable of processing messages
at the same rate as it receives them due to the usage of a slow web framework (i.e., Flask)
and several interactions with the Quorum network. Consequently, the SETS framework
implementation to be fit for deployment in production environments must undergo a series
of improvements.

Following, we have the aggregated resource utilization statistics for the same set of
tests. Both the CPU and memory values are computed in the following way: for each test,
we have summed the maximum resource utilisation values of the SUT services (producer,
consumer, server) and we have averaged those sums for each target send rate. We have
considered only these components because, while the Quorum network is an important
aspect of the system, it will be, in a real-life scenario, deployed as several independent
nodes, each handled by a different trusted party, such that none of them will have to
support the full computational effort of the network, while, most likely, each party would
act as both a publisher and a subscriber in different scenarios so they would run clients for
both. Moreover, the server itself is an integral part of the SETS system and we are looking
to assess its resource usage when introducing the blockchain.

From the results above, we can see a clear difference between the resource utilisation of
the system without blockchain (Table 3) and with (Table 4). Running an independent t-test
on the original test values (before averaging), we obtain a t-statistic of −18.57 (p-value of
6.23× 10−15) for the CPU and of 1.77 (p-value of 0.08) for the memory usage. Therefore, we
can conclude that the CPU usage (Figure 9) is higher when using the blockchain by 8.73%
(as expected due to the higher computational power required for blockchain operations),
but we can’t reject the null hypothesis in case of the memory (Figure 10), showing they
might have similar memory usage patterns.

Table 3. CPU and memory usage for the SETS framework without blockchain (baseline).

Send Rate (m/s) CPU (%) Memory (GiB)

49.06 25.40 2058.31
76.13 26.36 1576.84

102.46 27.10 1608.57
120.96 28.04 1780.46

Table 4. CPU and memory usage for the SETS framework with blockchain.

Send Rate (m/s) CPU (%) Memory (GiB)

49.21 33.76 1696.54
72.69 35.08 1581.51
96.15 36.23 1484.62

120.04 36.78 1479.87

Figure 9. CPU usage comparison depending on the send rate.
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Figure 10. Memory comparison depending on the send rate.

6. Analysis

This section first analyses the SETS platform from a cyber resilience perspective,
assessing how well the proposed design can mitigate potential threats. Next, it discusses
how the SETS platform fulfils the evaluation criteria introduced in Section 2.2.2.

6.1. Potential Attacks

This section discusses how the developed CTI sharing platform eliminates the potential
threats that any party might launch against it. The potential attacks are analyzed based on
the model presented in [50].

1. General public: Anyone from an organization, state or hacker may play the role of
an adversary in a general public category. A malicious actor is motivated by financial
rewards, which it may gain directly or indirectly from mounting a certain attack, and
would alter the message describing the respective incident with the hope that either
a CTI consumer or the CTI sharing platform would receive the invalid information
and would further act upon it. In both cases, the SETS framework and potential
CTI consumers, before taking into use the threat information, need to examine the
integrity of data using the hash persisted on the private blockchain by a CTI provider.
Thereby, they can easily spot any changes in the received data and discard them.
To modify the hash stored on the private blockchain in a way that would match
the changes in the message, an adversary would need the same permission level
as the CTI provider, which would be difficult considering the nature of the private
blockchain. Furthermore, all transactions would be logged on the blockchain and
later could be utilized for tracking down the blockchain breach.
An attacker can also target the authenticity of data records in the SETS platform. To
achieve this, the attacker needs to take over control of the backend plugin and subse-
quently modify the content of the records. The platform, however, would find out
about the incident as soon as it retrieves the record in response to a consumer’s query
since it checks the integrity of data after each retrieval against the hash on the private
blockchain and invalidates the data record in case any hash mismatch observed.

2. Security expert: A security expert may produce information about the launched
attacks, attack patterns and attacker behaviours. On the other hand, the expert may
also subscribe to threat information generated by other organizations. As stated in
Section 4.2, only authorized experts can interact with the SETS platform. Additionally,
an expert would need the appropriate permissions to be able to read or store hashes
associated with CTI data on the private blockchain. Thereby, it is relatively challenging
for an adversary to masquerade as a genuine expert and thus would be given the
permissions for accessing the SETS platform and the private blockchain. Alternatively,
compromising the expert’s system would take place on two levels: stealing credentials
for authorization on the SETS platform and acquiring cryptographic primitives for
accessing the private blockchain, which would not be easy to achieve.

3. Platform operator: In this work, it is assumed that all decisions regarding membership
and access rights would be made by a trustworthy third party designated as a platform
operator who is responsible for governing the SETS platform. Additionally, the
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operator is legitimized by a group of trusted third parties such as EU FI-ISAC [51].
Consequently, CTI providers and consumers could simply verify the authenticity of
the platform operator from the consortium of trusted third parties before initiating any
data exchange. Alternatively, an attacker trying to impersonate a genuine operator
would need to compromise most parties in the consortium which would not be an
easy task considering the stringent security measures placed in such organizations [8].

6.2. Qualitative Assessment of The Evaluation Criteria

This section addresses the second research question of this paper which was about the
trade-offs between trust, immutability and privacy in the threat-sharing process.

6.2.1. Integrity

Data integrity is guaranteed by our addition of a blockchain component in the CTI
sharing process. More specifically, as messages are published to the SETS platform and
their hashes along with the messages’ metadata are, at the same time, written to a private
blockchain instance, to which only authorised parties have write access, any message
received by a consumer can and should be verified before acting due to the gained informa-
tion. This verification needs only read access to the private blockchain, therefore there is a
light permission distribution, while the advantage is significant.

6.2.2. Performance

Our quantitative performance analysis reveals that the addition of a blockchain in the
consumption process increases latency by an average of 3.05 s and reduces throughput by
8.87 messages per second. The performance is constant no matter the input send rate, at
a message consumption success rate of over 95%, showing that the bottleneck is not due
to the load. Combined with the fact that the throughput in the baseline implementation,
without a blockchain, is capped at 10 messages per second, which is 5 to 13 times lower than
the input send rate, we can be confident when saying that the baseline SETS framework
(which is the official TAXII server with a minimally viable implementation) needs to be
improved for a much higher event processing rate, before reassessing other features added
to the system. The resource utilisation of the sharing framework increases when adding
blockchain for integrity, but the increase is an acceptable margin. We conclude that our
solution has a stable performance and success rate, while the major performance loss incurs
in the baseline implementation of the TAXII server which has the potential to be improved.

6.2.3. Trust

Trust is the core of our solution—all relevant parties, from the platform operator to
the security experts interested in data sharing have to pass through a robust identification
process and only then they will receive the necessary permission level to both the private
blockchain (not all parties need write access and, generally, no party should have the
power to modify written data) and the sharing platform. These permissions are given to
institutional actors through a real-life identification and authorisation process from inter-
state actors and without them, no operations can be successfully executed. Moreso, trust
is gained by cross-checking between the hashes written in the blockchain, the messages
recorded by the sharing platform’s server and the various logs managed by the platform
operator and at the level of the blockchain transactions.

6.2.4. Privacy

Privacy is the main concern in data-sharing systems that are currently active, and our
proposed system considers that from the design stage. The threat data which has the po-
tential to reveal identifiable information about the threat or the threat’s publisher is stored
privately by the SETS platform using its backend plugins, where the general public cannot
access it. This identifiable data can be later invalidated or completely removed after a rele-
vancy period, as to respect the right to be forgotten. The only pieces of information stored
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in an immutable way are hashes of the messages and of the messages’ metadata (which
include CTI object ids for identification purposes), which are information-compressing
and first pre-image resistant, so it is especially difficult to reconstruct message information
from the hash itself, making the identifiable data, for all intents and purposes, anonymous.
Moreover, having the metadata part of the hashed message protects the SETS system from
a collision attack, when a second message is found that ends up in the same hash (this
kind of attack would need to be combined with overriding the server storage to control
the metadata).

6.2.5. Automation

The addition of the publish-subscribe middleware checks the automation criteria:
upon reception of a new event, the sharing platform server forwards the message to the
specific queue designated for the relevant topic in pub-sub middleware (or multiple queues,
if necessary), wherefrom all consumers which are subscribed to the topic are notified
and get to consume the message independently. Consequently, the affected organizations
would access threat information immediately after its discovery and without taking any
manual action, thus meeting the target of automation. The message is published in its
unverified state, which is why all parties must first validate any message themselves using
the blockchain before taking further action using the gained information. To prevent
data alterations at the server’s storage level at the moment of following data queries, the
integrity of the message would be automatically verified on both the server and inquirer to
ensure validity. In case the server itself detects a mismatch, it will mark the data as altered
and will reject the following queries for that specific data.

7. Discussion

The solution presented in this paper addresses the key challenges of threat sharing
as follows: establishing trusted relationships between participants through robust au-
thentication and authorization method, guaranteeing the reliability of data via integrity
check, fostering interoperability via unified semantics and message formats, preserving
data privacy by persisting data hashes on the blockchain and automating all processes
pertain to data exchange. Thereby, this work does not suffer from the flaws such as lack
of data privacy [32] and reliability [32] that state-of-art blockchain-based solutions did.
Furthermore, the SETS platform is relatively straightforward to deploy because it has been
fully Dockerized and can be simply run as several Docker services. As shown in Section 5.2,
these services are resource-efficient, particularly in terms of CPU and memory.

Widespread deployment of SETS systems across national and international organi-
zations would have twofold advantages: firstly, the time between breach and sharing
information about the incident would be reduced substantially because security experts
would leverage SETS to deliver threat information to the concerned parties promptly. As
a consequence, this approach minimizes the destructive impacts of cyberattacks which
would typically lead to affecting the next victims within a short period (e.g., an hour) [52].
Secondly, the authenticity of CTI in transition can be simply examined at any phase of the
sharing process, thus the expert offering information could ensure that the intended data is
securely delivered to the parties with similar interests. Consequently, organizations can
mitigate complex cyberattacks and disastrous cascading effects using reliable data which
was not plausible without the extensive SETS deployment.

In the developed solution, publishing threat information by an expert triggers the
automated procedure wherein a message is relayed to SETS and its hash is written to the
blockchain. Next, SETS distributes the data to the subscribed parties and, eventually, the
integrity of the message is verified by both SETS and potential consumers. All the above
transactions are carried out without any human intervention. Thereby, the solicited or
unsolicited human errors would be eliminated, leading to a higher degree of reliability and
security associated with threat sharing process.
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Despite the benefits of implementing SETS with TAXII and blockchain, the prototype
inherits their shortcomings as well [43,53,54]. As shown in experiment results (Section 5.2),
the official TAXII framework is relatively slow in relaying incoming messages to potential
consumers. These inefficiencies might be attributed to the Flask web framework, the key
component of the TAXII prototype, which is not suitable for the production environment as
a result of its inherited deficiencies namely lack of support for advanced message handling
and limited security features and thus needs to be replaced with a more efficient and secure
web server such as Gunicorn [55].

As shown in Section 5.2, adding blockchain support to the TAXII official implemen-
tation degrades the performance of the overall sharing process even more. This is the
price participants would pay to exchange data securely while preserving data privacy.
The increased latency is on a scale of a few seconds (average 3.02 s), which is reasonable
given the fact experts typically need a few hours or even days to design and implement
appropriate countermeasures.

Blockchain technology plays a key role in the SETS platform, thus the choice of
blockchain would have a major impact on the system architecture. For instance, if the
system favours more trust and security over privacy and performance it might opt for
public blockchains such as Ethereum and Bitcoin but if its requisites are a fully closed
execution environment, high performance and private transactions, it may go for private
permissioned blockchains such as Hyperledger Fabric and Quorum. As this prototype
utilizes the blockchain for hash storage aimed at integrity verification and allows only the
authorized organizations to join the blockchain network for transaction executions, thus
SETS includes the adapters for Hyperledger Fabric and Quorum. It is worth noting that,
for evaluation purposes and without loss of generality, SETS has been configured with the
Quorum network.

8. Conclusions

This paper presents a solution that turns the threat-sharing experience into a more
effective and efficient one, compared to the existing methods. The design of the solution,
along with the prototype implementation that combines the official TAXII framework
and the private blockchain, is described in great detail. Additionally, the prototype is
evaluated from different perspectives, namely performance and cyber resilience, validating
the applicability and reliability of the solution, particularly for real-life use cases.

The state-of-art threat-sharing platforms that leverage blockchain technology either
persist full data records in public blockchains and thus trade performance and data pri-
vacy for a higher degree of trust or store information in private blockchains, addressing
performance issues associated with public blockchains but undermining the GDPR rule
concerning the right to be forgotten. The solution presented in this paper addresses all the
above problems by leveraging the database and the private permissioned blockchain as
storage for data records and hashes, respectively. Therefore, the SETS platform improves
the performance of the threat-sharing process through the execution of data manipulation
operations such as creating, updating, and deleting within databases, and limiting interac-
tions with the blockchain to writing and reading hash objects. In SETS, only the authorized
parties can actively engage in exchanging data and further verify the integrity of the shared
information using hash objects on the blockchain. According to the experimental outcomes,
the average delay that organizations experience due to integrity checks supported by SETS
is reasonably low, particularly considering the high costs of cyberattacks.

In future work, the sluggishness of SETS implementation that spawns from the official
TAXII prototype can be enhanced by incorporating a more powerful web server. Addi-
tionally, the SETS framework similarly to several data marketplaces which were presented
in [56] can develop incentive models to address asymmetric relationships between CTI
providers and consumers.
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