
  information

Article

Latent Twitter Image Information for Social Analytics

Gerasimos Razis 1,* , Georgios Theofilou 2 and Ioannis Anagnostopoulos 1

����������
�������

Citation: Razis, G.; Theofilou, G.;

Anagnostopoulos, I. Latent Twitter

Image Information for Social

Analytics. Information 2021, 12, 49.

https://doi.org/10.3390/info

12020049

Academic Editor: Evaggelos Spyrou

Received: 8 December 2020

Accepted: 18 January 2021

Published: 21 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Computer Science and Biomedical Informatics Department, University of Thessaly, 35131 Lamia, Greece;
janag@dib.uth.gr

2 School of Electrical & Computer Engineering, National Technical University of Athens, 15780 Athens, Greece;
theofilou.giorgos@gmail.com

* Correspondence: razis@dib.uth.gr

Abstract: The appearance of images in social messages is continuously increasing, along with
user engagement with that type of content. Analysis of social images can provide valuable latent
information, often not present in the social posts. In that direction, a framework is proposed exploiting
latent information from Twitter images, by leveraging the Google Cloud Vision API platform,
aiming at enriching social analytics with semantics and hidden textual information. As validated
by our experiments, social analytics can be further enriched by considering the combination of
user-generated content, latent concepts, and textual data extracted from social images, along with
linked data. Moreover, we employed word embedding techniques for investigating the usage of
latent semantic information towards the identification of similar Twitter images, thereby showcasing
that hidden textual information can improve such information retrieval tasks. Finally, we offer an
open enhanced version of the annotated dataset described in this study with the aim of further
adoption by the research community.
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1. Introduction

The presence of multimedia content, namely, images and videos, is continuously
increasing in the disseminating messages exchanged in the online social networks (OSNs).
Since all modern mobile devices (e.g., cellular phones and tablets) integrate superior
cameras and support high speed broadband connections (i.e., 4G technology), this trend is
facilitated. According to [1], images in Twitter are not only disseminated in an increased
fashion, but also appear in a significant portion of social posts, gaining substantially
more engagement, in terms of retweets, likes, and replies, contrary to those without.
Therefore, social images have transformed into an indispensable characteristic of the OSNs,
complementing or often overshadowing the textual information. However, despite the
well-known adage “a picture is worth a thousand words”, little attention has been paid to
that type of content and to the insights they can provide for enriching the social profiles.

Until only recently, when research interest arose for the accompanying multimedia
content of OSNs posts, social analytics were exclusively oriented toward the textual in-
formation. As the volume of videos and images disseminated in the OSNs is constantly
increasing, these types of content should also be evaluated, as they could contain valuable
latent data. As reported in [2], social images can supplement the textual information found
in the posts, by containing additional context, thereby being capable of further enriching the
diffused messages. As a result of the recent rise of deep neural network (DNN) architectures,
several commercial products for image classification and analysis are available (Microsoft
Azure Computer Vision (https://azure.microsoft.com/en-us/services/cognitive-services/
computer-vision/); Google Cloud Vision API (https://cloud.google.com/vision/)) in the
form of software-as-a-service (SaaS), relying on state-of-the-art machine learning (ML) pre-
trained models. These services can extract a wide spectrum of information from images,
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including text, labels, colors, logos, objects, and emotions. Consequently, the incorporation
and combination of this latent context with the established textual information of the social
messages can lead to a more holistic and accurate representation of the Twittersphere.

Since the context and the information depicted in the OSNs images can be textually
defined, all applications and frameworks relying on text can now be applied to that type
of content as well. Such an exercise is the identification of similar images by evaluating
their semantic similarity, purely relying on the textual representations of their contexts.
The semantic similarity of two or more terms measures how similar their meaning is.
Despite their syntactic differences, two words can have the same interpretation, such as the
words “dog” and “hound”. Due to the recent advancements in the area of natural language
processing (NLP), the identification of semantic similarities among individual terms or
even documents is possible. Semantic similarity can be utilized in a variety of text-based
tasks, including—but not limited to—classification, recommendation, summarization,
synonymity identification, and clustering. The predominant technique for measuring the
relevance and similarity of terms’ meanings is the Word2Vec ([3,4]) model, relying on word
embeddings, where real-valued vectors in a multi-dimensional space represent words.
The encoded patterns of the vectors can be represented as linear functions. As an example,
the vector calculation of [v(“Athens”) − v(“Greece”) + v(“Italy”)] is closer to [v(“Rome”)]
than any other term vector. Based on said model, which has been trained on a corpus of
sufficient and appropriate data, the similarity scores can be calculated using the cosine
similarity metric of the terms’ vector values.

There were three aims for this study. Firstly, a framework was proposed based
on the latent and depicted context of Twitter images towards the enrichment of social
analytics with textual information and semantics. The aforementioned image context is
acquired by employing the Google Cloud Vision API along with OCR (optical character
recognition) techniques for recognizing and extracting the depicted text. Our evaluation
revealed that the overwhelming majority of the disseminated images contain valuable
information and the dynamics of such latent information should not be ignored any
longer. Secondly, this latent textual and semantic information was utilized towards the
identification of images with similar semantic content. Our intention was to evaluate this
type of information for further improving image search, retrieval, and recommendation
tasks. Our evaluation indicated that the usage of latent labels also complemented by the
OCR-derived text generate the best results, compared to the extracted OCR text alone.
Thirdly, we prepared a dataset consisting of 197 Twitter accounts, classified into three
broad communities (i.e., politics, celebrities, press), having 94,745 annotated images, which
in turn have been classified by 7098 labels. This dataset will be available to the research
community. Text extracted using OCR techniques is depicted in the majority of these
images (62.2%), thereby validating our intuitions for conducting this study.

The Twitter accounts and their disseminated images and tweets described in this study
can be also retrieved from InfluenceTracker (http://InfluenceTracker.com/), a publicly
available website providing Twitter-related information as linked data and various social
analytics. As case studies, the proposed framework was applied twice; firstly, on a com-
munity of 130 accounts related to the domain of “Politics”, and secondly, to 54 accounts
characterized as “Celebrities”. In both scenarios the communities can be further split into
smaller and possibly overlapping ones. In order to classify the accounts in these communi-
ties, they had firstly to be associated with the DBpedia resources (URIs) best describing
them, a methodology presented in our previous work [5].

The remainder of this study is organized as follows. In the next section, we provide an
overview of the related work on the analysis of image content in OSNs and its applications,
and on the utilization of Word2Vec word embedding and semantic similarity techniques for
a series of OSN analytics tasks. In Section 3 we analytically present the proposed framework
towards the enrichment of social analytics with semantics and textual context. In Section 4
we provide an overview of the methodology towards the identification of accounts related
to the examined communities (i.e., “Politics” and “Celebrities”). In Section 5 we present in
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detail the case studies, analyze the experimental results of our methodology, and discuss
the interpretations of our findings. In Section 6 we employ word embedding techniques
for investigating the best type of latent semantic information towards the identification of
similar images. Finally, Section 7 provides the conclusions of our study by summarizing
the derived outcomes while providing considerations of our future directions.

2. Related Work
2.1. Utilization of Latent Information in Images

Recent studies have started investigating the correlations of the latent semantic re-
lations existing among textual content and the accompanying images. This area is pro-
gressively gaining more attention, and investigations are performed for a broad range
of use cases. The derived valuable insights regarding the OSNs users, their interests,
and their behavioral patterns can be used for further improving a series of tasks, including
classification, information enrichment, and recommendation.

As already mentioned, the study in [2] suggests that images can convey additional
context not present in the accompanying text. To this end, a two-stage methodology is
proposed for investigating, on a tweet level, the existence of semantic relationships between
the image and the accompanying textual information. The first phase is focused on exam-
ining their semantic overlap. During the second phase, whether the image complements
the textual information or provides additional context is examined. The latter is manually
verified by human curators.

Similarly, the authors in [6] analyzed a set of social images for evaluating the correla-
tion between the disseminated post and its accompanying image. The authors concluded
that there are two types of social posts: those using the images exclusively for increasing
other OSN users’ engagement with their messages, and those acting complementarily,
thereby having a high semantic overlap between the text and the image.

Nowadays, several commercial products for image classification and analysis are avail-
able in the form of SaaS (e.g., Microsoft Azure Computer Vision (https://azure.microsoft.
com/en-us/services/cognitive-services/computer-vision/) and Google Cloud Vision API
(https://cloud.google.com/vision/)) and consequently, research studies progressively rely
on them for related tasks. Specifically, the predictive value of Instagram pictures’ features
for users’ personalities was investigated in [7]. To this end, two sets of features were
identified, the visual ones, including saturation and hue, and the content ones, namely,
entities and concepts portrayed in the images. These features were identified by analyzing
the images using the Google Cloud Vision API. The authors concluded that the information
contained in both visual and content features can be exploited for personality prediction.

The study in [8] describes a framework for analyzing the geo-spatial sentiment of
disaster-related OSNs images and messages. Since the majority of the classifiers employed
for the sentiment analysis task are unable to analyze images without faces, the Google
Cloud Vision API was employed for addressing this limitation. The service extracted
the content of the images, and upon the extraction of terms the sentiment classifiers
were applied.

The Google Cloud Vision API was also employed by the authors of [9] for annotating
Twitter images shared by state-sponsored accounts. The aim of the study was the identi-
fication of the OSN users’ tendencies to disseminate “fake news” and the evaluation of
images’ role in increasing the credibility of and engagement with such messages.

The authors in [10] present a framework towards the generation of a knowledge base
consisting of Twitter entities, along with their disseminated textual and multimedia content.
The Google Cloud Vision API was employed for extracting the contents of the images,
which were then used for the enrichment of the “traditional” Twitter metadata, including
users, social entities, and relationships.

OSN content was utilized in [11] for evaluating its efficiency in supporting traffic
management systems. To this end, a synthesis of methods was applied on tweets related to
traffic information, including entity extraction on their images, derived from the Google
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Cloud Vision API, and NLP techniques on those tweets. The authors conclude that it
is infrequent for the OSNs users to report the required traffic details, such as queue
length or car flow, which are important criteria to real-time signal timing and traffic
management systems.

The study in [12] performed a qualitative analysis on the labels of a specific domain’s
OSNs images, which were derived from Google Cloud Vision API and human annotators.
Evaluation results revealed that the former is more efficient in such kinds of tasks. Specifi-
cally, humans provided fewer and often vague labels, and a bias was observed towards
the examined domain. Moreover, the classifier trained on the Google Cloud Vision API
annotations resulted in greater accuracy compared to the one annotated by humans.

A density-based spatiotemporal analysis framework incorporating an image classifier
based on pre-trained DNNs models is proposed in [13]. This study extends the authors’
previous one by classifying the images of geo-tagged tweets as relevant to an emergency,
in terms of time and locality.

Finally, a two-step gender classification framework for Twitter users is presented
in [14], by analyzing the users’ latest posts, both in textual and multimedia aspects. A sup-
port vector machine (SVM) binary classifier calculates the gender probability based on the
analyzed text, and the social images are classified against a predefined set of categories
according to their identified objects and the estimated gender tendencies for these objects.

Compared to the related literature, our study differentiates in two important aspects.
Firstly, our proposed framework towards the enrichment of social analytics with textual in-
formation and semantics is based on all types of latent contextual features of Twitter images
(i.e., labels and OCR-derived text), rather than a subset of them (i.e., labels). Our analy-
sis revealed that the overwhelming majority of the images disseminated in OSNs depict
text, and our experimental results on social communities revealed the dynamics of this
kind of latent information, which should not be ignored any longer. Secondly, since the
latent context and depicted text of Twitter images are represented by textual information,
all document-based applications can now be applied on this type of multimedia content,
which was not possible before. Therefore, we utilize this latent textual and semantic infor-
mation towards the identification of images with similar semantic content. Our intention
is to evaluate this type of information for further improving image searching, retrieval,
and recommendation tasks.

2.2. Utilization of Word2Vec in OSNs

The recent advancements in the area of NLP enabled the evaluation of semantic
similarities on a term or document level, utilized in a variety of tasks, including sentiment
analysis, classification, recommendation, summarization, synonymity identification, and
clustering. Despite the rise of newer efficient word embeddings models (BERT, ELMo,
fastText), Word2Vec ([3,4]) is the predominant technique for performing semantic similarity
tasks, as it was the seed for this research direction.

In [15], a three-phase framework is presented for analyzing the sentiments of Twitter
messages as a binary classification task (positive or negative sentiment). During the first
phase, two types of features are extracted from the tweets, relying on the existence of verbs
and adjectives, and during the second phase these features are processed by a pre-trained
Word2Vec model, and the feature matrix is constructed. Finally, this matrix is used for
classifying the tweets. The study concluded that the verb feature leads to higher accuracy
scores. Similarly, the word embeddings derived from Word2Vec models were also used
in [16] for both sentiment analysis and classification tasks on OSNs messages.

A binary classifier is also described in [17], relying on Word2Vec and cosine simi-
larity for determining the relevance of tweets in respect to a predefined set of festivals,
represented as topics. Instead of representing each tweet by the average value of each
word-embedding, the vector value of its word is actually used. Finally, the most relevant
tweets to each event are discovered by calculating the cosine similarity scores of the vectors
of topics and tweets.
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The authors in [18] evaluated the performance of multiple convolutional neural net-
works (CNNs) for classifying news articles and tweets as related and unrelated ones. Specifi-
cally, three types of CNNs were created: one relying on the continuous bag-of-words (CBOW)
word embedding algorithm of Word2Vec, one relying on the Skip-gram, and one without
any word embedding models. The experimental results revealed that the incorporation of
the Word2Vec model significantly improved the accuracy of the classification process.

The authors in [19] developed a hashtag recommendation system for assisting users to
select the most suitable hashtags for their posts, by relying on the semantic similarities of the
terms included and the contents of other tweets. Based on a pre-trained word embedding
model, each tweet is represented by its weighted averaging value of its individual word
embeddings. These features are then combined with the DBSCAN clustering algorithm for
creating groups of semantically similar tweets. Finally, by computing the cosine similarity
between a tweet and each of the centroids of the clusters, the most relevant hashtags are
recommended.

Word2Vec embeddings are also used for content summarization tasks. Such an ex-
tractive summarization framework is described in [20]. Initially, the document is divided
into sentences, which in turn are split into their individual terms. Based on the Word2Vec
model, each term is represented as a vector. Then the weight of each word and sentence
is calculated based on the TF-IDF metric, the word–sentence relationships, and a rank-
ing model based on the PageRank algorithm. In the end, the summary is generated by
combining the derived sentence vector and the weight of the sentence.

The authors in [21] utilized Word2Vec embeddings in order to represent terms and
their WordNet descriptions as vectors and then assess their semantic similarities. The
similarity was calculated using the cosine similarity function. In cases wherein a piece
of text consisted of more than one term, then the average value of the individual word-
embedding vectors of the terms was used.

In the same direction, the study in [22] investigated the similarity of English words
using the Word2Vec representation technique. The model was trained on English Wikipedia
pages, and the cosine similarity method was employed for determining the similarity
values. The results were compared against multiple human annotated gold data with
similarity relationships among words.

The authors in [23] proposed a methodology towards the automatic correction of
misspelled terms in tweets by utilizing the Word2Vec word embeddings. The misspelled
words are identified during the pre-processing phase using a public dictionary. For each
such word, a list of candidates for the correct one is extracted using a variation of the cosine
similarity metric, which also considers the characters’ similarity. Finally, the misspelled
word is replaced by the one with the highest similarity value from the candidates list,
thereby correcting the original post.

The authors in [24] proposed an LDA-based framework for detecting the latent inter-
ests of OSN users in a hierarchical form. This hierarchy is generated based on a probabilistic
distribution of the identified interests as derived from the users’ tweets and social relation-
ships. Moreover, the Word2Vec model was utilized for obtaining the semantic similarities
of the terms in the tweets, thereby improving the identification of the interests.

Finally, a methodology relying on word embeddings is presented in [25], towards the
unsupervised detection of communities in Twitter, applied to posts disseminated from
a predefined geographic region. The authors suggest that analysis of the interests of
the resulting communities can facilitate the understanding of several social geospatial
phenomena. Each user’s tweets were transformed into individual vectors by employing
the Word2Vec model, and the number of clusters was derived from the application of
the gap statistic technique based on those vectors. Finally, the most frequent terms were
identified for each cluster, thereby representing a topic.
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3. Automatic Analysis of Social Images: Our Approach

In this section, we present an overview of the architecture of the proposed service
towards the automatic analysis of OSNs image content. Moreover, we describe the Google
Cloud Vision API platform employed for labeling Twitter images and extracting text using
OCR techniques.

3.1. Service Architecture

Figure 1 presents the three-layered architecture of the proposed service along with
its relevant data flows. Due to the complex nature of our service and the number of its
components, this architecture design enables its easier maintenance due to the low coupling
between the layers; the addition of new functionality is facilitated by the decoupling; and
finally, all dependencies are kept local in every layer. Specifically, the “Data” layer is
responsible for (re)structuring, storing, and accessing the social information to and from
the dedicated “Persistence storage” component, consisting of a relational database (MySQL
Server). Furthermore, an integral part of this layer is the “Image File storage” component,
where the harvested social images are stored for future reference and analysis.

Figure 1. The three-layered architecture of our proposed framework.

The “Processing” layer is responsible for data retrieval and processing tasks, and for
the conversion of the raw social information (e.g., Twitter accounts, disseminated images)
to a standardized format, in order to be available for parsing and analysis in subsequent
phases. Therefore, this layer consists of three components: (a) the “Google Cloud Vision
API” one (Section 3.2), responsible for the analysis, labeling, and semantic enrichment
of the images; (b) the “Data Parsing and Analysis” one, for converting the raw social
data and the response data from the Google Cloud Vision API into the proper format
as defined by the “Persistence storage” and “Social Analytics” components; and (c) the
“Image Downloader” one, for retrieving and storing the actual OSN images to the “Image
File storage” system. If a tweet contains an image or a video, the Twitter API response
provides a URL which redirects to either the actual image or the thumbnail of the video.
In both cases, these images are retrieved by the aforementioned component. Evidently, in
the event of an image being shared by different accounts, it is only downloaded once and
associated with them.

Finally, the “Social Analytics” component of the service provides valuable insights
regarding the behavioral patterns of the OSN users with respect to their disseminated
multimedia content and their latent information, which can be accessed via the web-
based “Interactive User Interface (UI)” component, constituting the “Visualization” layer.
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Furthermore, administrative aspects of the service can also be accessed, providing details
regarding the status and progress of the processes (the downloading of the images, Google
Cloud Vision API requests, and so on), and access to the database or file storage content.

As presented in Figure 1, all service layers can access the harvested or processed Twit-
ter data, in order for the original or enriched social information to be analyzed, if necessary,
by the required components.

3.2. Google Cloud Vision API

In Reference [12], the authors describe a qualitative analysis of the labels of social
images as derived from the Google Cloud Vision API and human annotators. It revealed
that Google Cloud Vision API is more efficient in image labeling and classification tasks,
as humans provided fewer and often vague labels, and in many cases biases were not
avoided. Considering the above, and that the majority of related works employed the
Google Cloud Vision API, we decided to use it for the purposes of this work over other
similar APIs (e.g., Microsoft Azure Computer Vision API).

Eventually, all Twitter images collected by the “Image Downloader” component were
submitted to the Google Cloud Vision API via the appropriate REST APIs, requiring
user authentication. Consequently, the visual and latent contents of the images were
automatically analyzed, while in parallel certain features or entities were recognized,
including labels, popular logos, faces along with the sentiments, text, related web pages,
objects, and colors. The platform relies on pre-trained models leveraging vast libraries,
which have been trained by state-of-the-art DNN ML algorithms. In the context of this
research, the Google Cloud Vision API was employed for two purposes; (a) to automatically
classify the social images against a large taxonomy of predefined labels (animal, person,
car, and so on), where the recognized entities are complemented with their corresponding
confidence scores (where score ∈ (0, 1]), and (b) to automatically detect the text and
language depicted in the social images, by leveraging the available OCR techniques.

Each of these services is considered as a distinct request per image to the Google Cloud
Vision API, whereas the programmatic response is always a single JSON file per request.
Two such sample files containing the weighted labels and extracted text of Figure 2 can be
found in Figures 3 and 4, respectively. The Twitter account of CNN news agency posted
Figure 2 during Anthony Fauci’s interview (the director of US National Institute of Allergy
and Infectious Diseases (NIAID)) about the coronavirus in 2020. As presented in Figure 3,
each label (i.e., “description” key) is accompanied with a confidence score (i.e., “score” key)
along with a unique identifier (i.e., “mid” key), which associates the label with an external
semantic resource, such as Wikidata. As presented in Figure 4, the text (i.e., “description”
key) of Figure 2 is accompanied with its language (i.e., “locale” key), as recognized in the
green rectangles representing the OCR bounding boxes. Finally, the special character “\n”
indicates that a piece of text belongs to another bounding box.

Figure 2. A Twitter image with its optical character recognition (OCR) bounding boxes, as analyzed
by Google Cloud Vision API.
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Figure 3. The top 5 labels of Figure 2 assigned by Google Cloud Vision API.

Figure 4. The extracted text of Figure 2 recognized by Google Cloud Vision API.

As is obvious, even a single social image incorporates a plethora of latent information,
which can be exploited to enhance the social analytic task and lead to useful insights.

4. Classification of Twitter Accounts

As described in our previous works in [5,26], we leveraged the DBpedia knowledge
base and its ontological schema towards the labeling and classification of Twitter accounts.
By analyzing the wide range of these accounts, 44 thematic categories were identified,
40 of which derived directly from DBpedia, and the other four were suggested by IT (http:
//InfluenceTracker.com/) for reasons of information completeness. From the 40 DBpedia-
based categories, 36 of them were inspired by the values of the “rdf:type” Semantic Web
property of the corresponding DBpedia resources (i.e., URIs), indicating that they are
instances of an ontological class, and the remaining four IT-based ones were inspired by the
values of the “dbp:position” Semantic Web property, representing the political positions of
the resources. The values of this property were considered for introducing new thematic
categories in the cases that related DBpedia classes could not be found, thereby leading to
a more complete collection of the concepts derived.

Often the ontologies introduce their own classes for semantically representing the exact
or very similar concepts already existing in others. For example, the classes “dbo:Politician”,
“yago:Politician110450303” and “umbel-rc:Politician” are used to represent the concept of
politicians. Similarly, the classes of “dbo:Athlete”, “umbel-rc:Athlete”, “yago:Athlete109820263”
and “yago:Player110439851” are used to represent the concept of athletes, independently of
the individual sport (e.g., soccer or basketball). Therefore, in order for the most dominant
thematic categories to be identified, we examined the ontological classes (values of “rdf:type”
property) which can be categorized under a single conceptual domain, along with the num-
bers of occurrences of these classes in our dataset. Finally, generic classes without contextual
significance were excluded, such as “owl:Thing”, “dbo:Agent” and “foaf:Person”.

http://InfluenceTracker.com/
http://InfluenceTracker.com/
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In order for these thematic categories to be identified, the examined Twitter accounts
had to be related to the most appropriate DBpedia semantic resources best describing them;
thus, in [5,26] two approaches were presented. The first of them leverages the “Display
Name” of a Twitter account, trying to match it against specific semantic properties of
the resources, and the other formats the “Display Name” under specific DBpedia name
pattern conventions in an effort to construct the DBpedia URI of the desired resource.
Eventually, the identified DBpedia resources are linked with the semantified representations
of the Twitter accounts, as stored in IT (http://InfluenceTracker.com/). The service for
collecting the social information along with the “InfluenceTracker” ontology (http://www.
InfluenceTracker.com/ontology) and the semantic technologies for representing the Twitter
accounts, their characteristics, social relationships, and disseminated entities into Linked
Data have been presented in [26,27].

As already mentioned in Section 1, two case studies were conducted focused on the
social communities of “Politics” and “Celebrities”, formed by 184 Twitter accounts, having
been classified with the 23 thematic categories of Table 1.

Table 1. Thematic categories of Twitter accounts.

Thematic Categories Origin
Artist Athlete Basketball Center

DBpedia
Center Left Center Right Economics Far Right
Journalist Left Wing Music Political Party

Politics Press Racing Service
Soccer Place Tennis TV

Celebrity Right Wing
IT

Openness

5. Experimental Results and Dataset

In this section, we analytically present and discuss the results of the proposed frame-
work presented in Section 3, towards the enrichment of the social analytics with semantics
and hidden textual information. To this end, we exploit the latent information of Twitter
images of the “Politics” and “Celebrities” communities, by automatically labeling them and
extracting the depicted text by employing the Google Cloud Vision API platform. Despite
the fact that our published dataset also contains related social information about the press,
we did not analyze its results, as this category is quite generic (includes Twitter accounts
related to news press agencies); thus, it cannot be further split into smaller groups, contrary
to the other examined communities. In addition, the number of Twitter accounts in the
“Press” community is uneven with respect to the ones labeled “Politics” and “Celebrities”.

5.1. Case Study 1: Political Accounts

The first case study is focused on a community of 130 Twitter accounts of the political
domain, which can be further divided into smaller and overlapping groups, as derived
from the methodology described in Section 4. For each account, up to 500 images were
extracted from the tweets and downloaded, which were then submitted to the Google
Cloud Vision API for labelling and text extraction, as presented in Section 3.2.

The details of the dataset used for the aims of this case study are presented in Table 2.
Specifically, it consists of 39,499 annotated images, classified by 4059 unique labels, shared
by these 130 accounts, which in turn can be further classified into 12 categories, a subset of
the ones presented in Table 1. On average, approximately 312 images were collected for
each account. Furthermore, text is depicted in 26,953 of these images, which was extracted
using OCR techniques, consisting of 188,077 unique terms of several languages (e.g., Greek,
English, Spanish, and French). As can be observed, the majority of the images (68.2%)
contain textual information, thereby validating our intuitions for conducting this study.
On average, each social image of this dataset is associated with 7.6 labels and 16.9 textual

http://InfluenceTracker.com/
http://www.InfluenceTracker.com/ontology
http://www.InfluenceTracker.com/ontology
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terms. Finally, 1086 of these images were shared by multiple accounts, as presented in the
first row of Table 2.

Table 2. Politics dataset overview.

Entity Counter

Images (Occurrences) 39,499 (40,585)
Unique Vision API Labels 4059

Labels per Image 7.6
Images with text 26,953 (68.2%)

Unique OCR terms 188,077
OCR terms per Image 16.9

Twitter Accounts 130
Twitter Account Labels 12

Images per Twitter Account 312.2

The examined Twitter accounts of this case study include foreign and Greek active or
ex members of parliament and political parties. On a broad level, three principal categories
of political positions are considered in Greece, namely “right”, “center” and “left”; each of
them can be further divided into more fine-grained groups. In order to perform our analysis
and assess the existence of behavioral patterns based on the disseminated multimedia
content, the accounts were grouped into the following four broad communities:

a. Politics: all foreign and Greek political accounts.
b. Right: Greek accounts classified as “far right”, “right wing” and “center right.”
c. Center: Greek accounts classified as “center”, “center right” and “center left.”
d. Left: Greek accounts classified as “left wing” and “center left.”

Our investigation is oriented toward the latent context of the accounts’ disseminated
images. Therefore, two types of analyses were performed on these four communities of
accounts—firstly on the labels as derived from the Google Cloud Vision API, and secondly,
on the extracted by OCR techniques text.

As presented in Section 3.2, each assigned label is complemented with a corresponding
confidence score, where score ∈ (0, 1]. In order for the most dominant ones to be calculated,
a formula was employed relying both on the values of the confidence score and the number
of occurrences. In Equation (1) the “Dominance MetricLabel” measurement is introduced,
deriving as the multiplication of the sum of a label’s confidence score values by the label’s
number of occurrences. The latter is adjusted according to the base-10 logarithmic scale for
avoiding outlier values, properly set to preventing being equal to zero.

Dominance MetricLabel =
n

∑
i=1

scorei × log10(1 + n), (1)

where n > 0 and n ∈ Z.
The top 15 labels of the political account’s images according to their corresponding

values of “Dominance MetricLabel” are presented in Figure 5a–d. As can be observed,
all four communities are associated with the labels “Text” and “Photo caption”, indicating
the rich textual information existing in those images. Furthermore, since politicians often
give public speeches or interviews, the generic label “Event” appears, along with several
related labels, such as “Crowd”, “Speech” and “Spokesperson”. Finally, the concepts of
“Businessperson” and “White-collar worker” appear as a result of the formal dress code
applied in such events.
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Figure 5. The top 15 dominant labels (a–d) per community of accounts.

A more in-depth investigation of these labels unveiled the existence of patterns in
the latent context of the social images of accounts belonging to broad or overlapping
communities. Specifically, 60% of the top 15 most dominant labels (i.e., 9 out of 15) can
be found in all communities, even with interchanged ranks, while 93% of those labels
(i.e., 14 out of 15) can be found at least in three communities. The only exception is the
label “News”, appearing only once (highlighted in green in Figure 5b), due to interviews
of news agencies (similarly to the case of Figure 3). This fact showcases the strong ties of
the underlying patterns of the latent information shared among these overlapping groups.

An interesting fact has been revealed regarding the behavioral patterns of the members
of the subcommunities “right” and “left”, which are considered to be opposite in terms
of their political views and ideas. Specifically, the label “Sky” is associated with the first
group, and the second one with the label “Convention”. Our investigation revealed that
the members of the first group gave speeches in open spaces, and those of the second in
convention centers.

The top 20 terms of the extracted using OCR techniques text are presented in Figure
6a–d, as ranked by a variation of the aforementioned “Dominance MetricLabel .” Specifically,
in Equation (2) the “Dominance MetricOCR_term” measurement is described. In this case,
the sum of the confidence score values has been replaced by the number of images in
which a specific term appeared (i.e., the score is set as equal to one). Prior to measuring the
dominance of the terms, all were transformed to lowercase and the Greek, English, Spanish,
German, and French stopwords were removed. The investigation revealed that 68.7% of
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the most dominant terms (i.e., 55 out of 80) can also be found in other communities as well.
The unique terms are highlighted in green.

Dominance MetricOCR_term = n× log10(1 + n), (2)

where n > 0 and n ∈ Z.

Figure 6. The top 20 dominant OCR terms (a–d) per community of accounts.

As can be seen, most of the dominant terms are in Greek, since the majority of the
accounts belonged to Greek politicians. However, terms in the Spanish (e.g., “gobierno”,
“ministerio”) and English (e.g., “government”, “commission”) languages can also be found
in the generic “Politics” community, being highly related to the examined domain. More-
over, a more thorough analysis on the other communities reveals the strong correlations of
the dominant terms and the represented political positions.

Indicative examples include the following cases:

a. The terms “νεαδηµoκρατια”, “δηµoκρατια”, “νδ” and “@kmitsotakis” which di-
rectly reference the right wing “New Democracy” political party and the Twitter
account of its leader (Kyriakos Mitsotakis) respectively;

b. The terms “πασoκ”, “ευάγγελoς”, and “βενιζέλoς” which directly reference the
center-left wing “PASOK” political party and of one its members (specifically, his first
and last names, Evangelos Venizelos) respectively;

c. The terms and “συριζα”, “τσιπρας”, “αριστερας” and “γιαννης” of which the first
three directly reference the left wing political party “SYRIZA”, its leader (Alexis
Tsipras), and the left political position respectively, and the fourth term indirectly
references Yanis Varoufakis, an ex-member.
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As in the case of the labels, an in-depth investigation of the depicted text of the
images also unveiled the existence of patterns in the latent information of the social images
of accounts belonging to broad or overlapping communities, thereby being capable of
enriching the context of the social analytics.

5.2. Case Study 2: Celebrities’ Accounts

As an effort to further validate our experimental results, an additional case study
was conducted focusing on a community of 54 different Twitter accounts belonging to
famous celebrities which can also be further divided into smaller and overlapping groups.
Similarly to the first scenario, this community can also be further divided into three groups;
for each account up to 500 images were extracted, downloaded, and finally processed by
the Google Cloud Vision API.

Table 3 presents the details of the dataset used in this case study. Specifically, 22,331 im-
ages were annotated and classified by 3790 unique labels; they were shared by these 54 ac-
counts, and in turn can be further classified into 10 categories, subsets of the ones presented
in Table 1. On average, approximately 415 images were collected for each account. Fur-
thermore, text is depicted in 13,138 of these images, consisting of 46,243 unique terms,
the overwhelming majority of which are in the English language. As in our previous case,
the majority of the images (58.8%) contain textual information. On average, each social
image of this dataset is associated with 8.2 labels and 6.8 textual terms. Finally, 62 of these
images were shared by multiple accounts, as presented in the first row of Table 3.

Table 3. Celebrities dataset overview.

Entity Counter

Images (Occurrences) 22,331 (22,393)
Unique Vision API Labels 3790

Labels per Image 8.2
Images with text 13,138 (58.8%)

Unique OCR terms 46,243
OCR terms per Image 6.8

Twitter accounts 54
Twitter account Labels 10

Images per Twitter Account 414.7

Comparing the characteristics of the two “Politics” and “Celebrities” datasets, it is evi-
dent that both groups rely on images for complementing their social posts. However, while
the members of the first group shared almost 100 fewer images on average (312 vs. 415),
the text depicted was significantly richer and more diverse compared to that of the second
group. This is not only showcased by the approximately 10 percentage units of difference
(68.2% vs. 58.8%) in the images containing text, but also by the 2.5 times greater average
number of the textual terms per image (16.9 vs. 6.8). The direct comparison of the latent
context of the disseminated images of these communities provides us with further insights
regarding the underlying behavioral patterns.

As already mentioned, the examined celebrities’ Twitter accounts of this case study
can be further divided into more fine-grained groups. In order to analyze the content and
assess the existence of behavioral patterns based on the disseminated multimedia content,
these accounts were grouped into the following four communities:

a. Celebrities: all accounts of this dataset;
b. Athlete: accounts owned by professional sports players (basketball, soccer, tennis,

etc.);
c. Music: accounts owned by singers;
d. TV: accounts owned by actors and tv personas.
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In order to investigate the latent context of the disseminated images by the accounts
belonging to these four communities, the same methodology as in the previous case study
(Section 5.1) was applied.

The top 15 labels of the examined accounts’ images according to their corresponding
values of “Dominance MetricLabel” are presented in Figure 7a–d. As can be observed,
all four communities are associated with the label “Text”, indicating the rich textual
information existing in those images. Furthermore, since celebrities participate in several
types of happenings, the generic label “Event” appears, along with related labels, such as
“Fun” and “Performance”. Finally, a plethora of concepts related to physical appearance
are present, such as “Face”, “Hairstyle”, “Nose” and “Lip”, since a celebrity’s appearance
is usually central in the social images.

Figure 7. The top 15 dominant labels (a–d) per community of accounts.

As in the case of the previous case study, a more in-depth investigation of these labels
unveiled the existence of patterns. Specifically, 27% of the top 15 most dominant labels
(i.e., 4 out of 15) could be found in all communities, while 58% of them (i.e., 8 out of 15) at
least in three. Despite the fact that these numbers are lower compared to the respective
ones of the first use case, the fact that the three subcommunities of “Athlete”, “Music”,
and “TV” do not overlap showcases the existence of strong ties regarding the underlying
patterns of the latent information shared by the community of celebrities.

An interesting fact is the correlation of the context of the labels appearing only in
one of the aforementioned three subcommunities with the activities of their members.
Specifically, the labels “Sports equipment” and “Sport venue” are related to the “Athlete”
group; the labels “Performing arts” and “Stage” to the “Music” group (since it mainly
consists of singers); and the labels “Fictional character” and “Facial expression” with
the “TV” group (since it mainly consists of actors). The labels appearing only once are
highlighted in green in Figure 7a–d.

The top 20 terms of the extracted using OCR techniques text according to their corre-
sponding values of “Dominance MetricOCR_term” are presented in Figure 8a–d. The investi-
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gation revealed that 53.8% of the most dominant terms (i.e., 43 out of 80) can also be found
in other communities as well. The unique terms are highlighted in green. A thorough
analysis on the other communities revealed the strong correlations of the dominant terms
and the context of the analyzed communities. Indicative examples include the following
cases:

a. The terms “james”, “ronaldo”, “rooney” and “fifa”, which directly reference the
famous athletes and the football federation respectively;

b. The terms “bieber”, “guetta”, “gomez” and “awards”, which directly reference the
surnames of three popular singers who participated in a music award show;

c. The terms “tonight”, “jimmy” and “fallon”, which directly reference the “The Tonight
Show” television show along with its presenter (Jimmy Fallon);

d. The terms “sport”, “music” and “film” which accurately describe the context of
the communities they were mostly used, namely, “Athlete”, “Music” and “TV”
respectively.

Figure 8. The top 20 dominant OCR terms (a–d) per community of accounts.

Finally, the purely political terms “vote”, “donald” and “trump” appear in the com-
munities of “Celebrities” and “TV”, but are seemingly not relevant to the overall context.
However, the investigation of the images revealed that these communities ran campaigns
via Twitter in order to urge the US citizens to vote in the imminent (during the data collec-
tion period) US elections of November 2020, while commenting mostly negatively against
the active president Donald Trump. The interpretation of these findings is threefold:

• Firstly, social communities should not be regarded as static but rather as evolving
structures acquiring new characteristics and behaviors compared to the expected
ones, which can lead them to be further divided into smaller groups or also become
members of others.
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• Secondly, communities or individuals with high social authority and reach have the
ability to influence their direct and indirect social peers deliberately or not.

• Thirdly, the dynamics of OSNs are continuously increasing and evolving, escaping
from the narrow boundaries of typical interaction and information exchange, and can
be used for mass misinformation and manipulation, as also mentioned in [28].

As in the case of the labels, an in-depth investigation of the text depicted in the
images also unveiled the existence of patterns in the latent information of the social images
of accounts belonging to broad or overlapping communities, thereby being capable of
enriching the context of the social analytics.

5.3. Published Dataset

Recently, the domain of artificial intelligence has attracted much research and corpo-
rate interest, especially its ML domain. However, the development of efficient ML models
requires a huge volume of data for training, testing, and validation purposes. Since these
models rely on algorithms to actually learn the patterns of the input, the existence of
qualitative datasets with abundances of data is crucial and fundamental.

As already mentioned, we published the dataset (https://www.doi.org/10.34740
/kaggle/ds/732777) used in this study, which has been greatly extended compared to the
one from our previous work [26]. We believe that it can prove valuable to our research
community for a series of applications and tasks, such as the development of image or
OSNs accounts multi-label classification models, the automatic generation of description for
images, the fine-tuning of OCR systems, and the improvement of information retrieval or
recommendation systems. The published dataset consists of a folder with the downloaded
images, and a MySQL database export file containing all the information acquired from the
Google Cloud Vision API, the Twitter accounts, their labels, images, and interconnections.
Table 4 presents the details of the full dataset, a subset of which has been used for the
purposes of the presented case studies.

Table 4. Full dataset overview.

Entity Counter

Images (Occurrences) 94,745 (95,946)
Unique Vision API Labels 7098

Labels per Image 7.8
Images with text 58,899 (62.2%)

Unique OCR terms 309,014
OCR terms per Image 13.6

Twitter accounts 197
Twitter account Labels 23

6. Identifying Similar Images Using Latent Contextual Features

As described in Section 3, the Google Cloud Vision API has been employed for
labeling Twitter images and extracting their depicted text using OCR techniques. As a
result, OSN images are represented with textual information; thus, all document-based
applications and frameworks can now be applied on this type of multimedia content,
which was not possible before. As a second research direction of this study, we investigated
the identification of similar images by evaluating their semantic similarity, relying on the
aforementioned extracted contextual features.

Towards this aim, the Word2Vec [3,4] model was employed, relying on word embed-
dings, where real-valued vectors in a multi-dimensional space represent words. The en-
coded patterns of the vectors can be represented as linear functions, and the similarity
scores can be calculated using the cosine similarity metrics of the terms’ vector values.
It should be noted that the semantic similarity of two terms measures how similar their
meanings are, despite their any syntactic differences (e.g., “dog” and “hound”). In our
study, the pre-trained word-embedding model (https://code.google.com/p/word2vec/)

https://www.doi.org/10.34740/kaggle/ds/732777
https://www.doi.org/10.34740/kaggle/ds/732777
https://code.google.com/p/word2vec/
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of [4] was used. It was trained on a part of the Google News dataset of approximately
100 billion words. The resulting model contains the vectors of approximately three-million
unique English words and phrases, in a 300-dimensional space.

Our investigation was based on 5000 images of our dataset, and three types of experi-
ments were performed, one for each latent contextual type of information. Specifically, we
considered the factors of (a) the extracted labels, transformed into a concatenated string
sequence (the space character was inserted between each label), (b) the extracted via OCR
text, and (c) the combination of the concatenated labels with the extracted text. Our aim
was to evaluate the merits of each latent-type factor on the semantic similarity scores.

Each of these factors are provided as input to a Word2Vec function, for being repre-
sented into a single word-embedding vector. If a factor consists of more than one term,
then the average value of the individual vectors of the terms is derived. Since all fac-
tors of the images are represented by their corresponding real-valued vectors, the cosine
similarity metric can be employed for measuring the semantic similarities of the images.
The similarity values produced by the employed Word2Vec model range from −1 to 1,
where 1 is the highest value. Euclidean distance measures the magnitude of two points
in a multi-dimensional space by considering the length of the straight line between them.
Contrary, cosine similarity relies on the angle between two points with vertex at zero,
thereby considering the directions of the vectors and not their magnitudes, and therefore is
able to identify terms with opposing meanings. In this study, we are mostly interested in
the orientations of the vectors; thus, cosine similarity is preferred in the domain of similarity
identification. Assume that the interests of two users regarding books are represented by
the vectors V1 and V2 respectively, and the function SIM(V1,V2) measures the similarity of
their tastes; then:

• SIM(V1,V2) = 1: if the users have exactly the same interests (i.e., V1 = V2);
• SIM(V1,V2) = 0: if there is no correlation between the users’ interests (e.g., do not read

any common books);
• SIM(V1,V2) = −1: if users have opposing interests (e.g., rated the same book in an

opposite way).

Using the cosine similarity, the vectors representing the latent textual information of
an examined image are compared against the respective ones of the others. Consequently,
a square similarity matrix of order N is created, where N is the number of the examined images,
containing the derived similarity scores ranging from −1 to 1. In our case, 12,497,500 unique
values were derived, namely, those above the main diagonal of the matrix. These values were
then assigned to 20 groups ranging between [−1, 1], with an incremental step of 0.1, whose
distributions are presented in Figure 9a–c.

Figure 9. The distribution of cosine similarity values (a–c) per type of latent context.
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Two main observations can be derived from Figure 9. Firstly, only 30% of the text
extracted using OCR techniques has been useful during this process, whereas in the cases of
labels the percentage exceeds 99%. As the investigation revealed, misrecognized characters
lead to erroneous terms that could not be transformed into vectors, since they do not
exist in the pre-trained word embeddings model. Secondly, as also visible in the visual
representation of the aforementioned distributions of Figure 10, the majority of images lie
in the range of [0.1, 0.5], meaning that no correlations have been identified in the evaluated
content. Typically, values of cosine similarity greater than 0.5 mean that the examined
word vectors have similar meanings.

Figure 10. A visual representation of the distribution of cosine similarity values per type of latent context.

A more in-depth analysis of these values is presented in Figure 11a–c, where the
distribution values of four groups are available. Specifically, the first two rows present the
distributions of the similarity values greater than 0.5 and 0.6 respectively, and the last two
the distribution values ranging between 0.5 and 0.8 (medium level similarity) and 0.8 and
1 (high level similarity) respectively.

Figure 11. The distribution of cosine similarity values (a–c) per type of latent context.

As can be observed in Figure 11b, there are cases of the OCR-derived text wherein
the value of the semantic similarity of images was negative, indicating the presence of
slightly opposing opinions in the depicted content. Moreover, the OCR text by itself does
not seem suitable for a similarity identification task, as only 2.64% of the images were
identified as slightly similar, and a mere 0.06% as highly similar. Contrarily, the similarities
derived from the usage of labels and their combinations with the OCR text led to greatly
improved results, as seen in Figure 11a,c. Despite the distribution values being very
close, the percentage of images having similarity values equal to or greater than 0.5 was
approximately 7.7% higher in the case of labels only, and 6.3% higher when the values of
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0.6 or more were evaluated. Similarly, 2.3% fewer medium similarity values (i.e., ranging
between 0.5 and 0.8) appeared in the case of labels only, compared to the joint usage of
labels and OCR text. Finally, 9% more OSN images were identified as highly similar (i.e.,
semantic similarity greater than 0.8) when only the labels were considered.

Our evaluation indicates that when OSN content is examined towards the identification
of semantic similarities, the usage of labels only tends to generate the best results, despite
the fact that the labels joint with the OCR text led to quite similar results. Thus, the semantic
context of the OCR extracted text should not be ignored, as in other scenarios where
more qualitative text can be extracted (e.g., captions in figures of scientific publications),
its consideration could greatly improve this information retrieval task. One important
remark is that the labels and the extracted text of the images were not stemmed, as stemming
had a negative effect on the similarity results by approximately 20%.

Finally, as in [6] where the authors examined the correlations between the dissemi-
nated posts and their accompanying images, we performed a similar analysis on the labels
of an image and its OCR-derived text. Specifically, we wanted to investigate the correlations
among these types of latent information and evaluate their degrees of complementarity.
To this end, two types of semantic similarities were explored for each image in our dataset.
Firstly, the similarity of each label to the OCR-derived text, and secondly the similarity
of all labels, as a concatenated string sequence (the space character was inserted between
each label), compared to the OCR-derived text. However, as presented in Figure 12a,b,
the results indicate that the vast majority of the labels, the individual and the concatenated
ones, do not correlate with the text. Specifically, less than 0.01% of the extracted OCR texts
have a semantic similarity greater than 0.5 with the assigned individual labels (Figure 12a),
and approximately 0.03% with the concatenated ones (Figure 12b).

Figure 12. The distribution of cosine similarity values (a,b) per type of correlation.

Our experiment revealed that on the one hand, the text depicted in OSN images
does not describe the represented entities, but rather provides information about a specific
context. Such a case is Figure 2, where an abstract description of the image could be “a news
report and people discussing it” (as also implied by the labels); however, the depicted
text is in a different context, providing additional information about the interview and
specifically about the effects of coronavirus in the USA. However, on the other hand, image
classification systems tend to completely ignore the latent semantic information existing in
the images, thereby relying entirely on their represented entities. Thus, the incorporation
of these semantics could provide a more complete representation of an image.
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7. Conclusions and Future Work

In this paper we proposed a framework which leverages the latent context of Twitter
images deriving from the Google Cloud Vision API platform, aiming to enrich the social
analytics with semantics and textual information. Furthermore, we employed OCR tech-
niques in order to extract the text from these images. We made three contributions. Firstly,
our in-depth investigation of the derived information unveiled useful insights regarding
the existence of patterns in the latent context of the images which are disseminated by
Twitter accounts belonging to the same or overlapping communities. The conducted case
studies revealed that user-generated content, linked data, along with the latent concepts
and textual information retrieved from the images, can enrich the social analytics task,
revealing valuable information which was until now disregarded.

Secondly, our evaluation indicates that when OSN images are examined towards
the identification of semantic similarities, the usage of latent labels tends to generate the
best results, despite the fact that the labels joined with the OCR text led to quite similar
results. Thus, we suggest that the semantic context of the OCR extracted text should not be
ignored, as in other scenarios where more qualitative text can be extracted (e.g., captions in
figures of scientific publications), its consideration could greatly improve this information
retrieval task.

Thirdly, we published the annotated dataset (https://www.doi.org/10.34740/kaggle/
ds/732777) derived from our study with the aim of providing usefulness to our research
field and community for further use and evaluation. Since the development of efficient ML
models requires a sufficient volume of data, this extended dataset could prove valuable for
a series of classification, information retrieval, or recommendation tasks.

Compared to the related literature, our study differentiates itself in two important
aspects. Firstly, our proposed framework is based on all types of latent contextual features
of Twitter images (i.e., labels and OCR-derived text), rather than a subset of them (i.e.,
labels). Our analysis revealed that the overwhelming majority of the images disseminated
in OSNs depict text, and our experimental results on social communities (Section 5) revealed
the dynamics of such latent information, which should not be ignored any longer. Secondly,
since the latent context and depicted text of Twitter images are represented by textual
information, all document-based applications can now be applied to this type of multimedia
content. Therefore, we evaluated the merits of this latent textual and semantic information
towards the identification of images with similar semantic content, for further improving
image searching, retrieval, and recommendation tasks.

Moreover, by further analyzing the text which was extracted from the disseminated
social images of members of seemingly distinct communities, we derived to the following
findings:

• Over the course of time, social communities should be regarded as evolving structures
in terms of their size, attributes, and behavior, which can lead them to be further
divided into smaller groups or also participate in others;

• Communities or individuals with high social authority have the ability to influence
their direct and indirect social peers deliberately or not;

• OSNs are a powerful means of information spread whose dynamics constantly increase
and evolve, escaping from the narrow boundaries of typical interaction, and can be
used for mass misinformation and manipulation, as also mentioned in [28].

The layered architecture of our service (Section 3.1) makes our methodology exten-
sible by design to all types of commercial or research image classification and analysis
services. Consequently, our proposed framework can be enhanced with the incorpora-
tion of Microsoft Azure Computer Vision (https://azure.microsoft.com/en-us/services/
cognitive-services/computer-vision/) along with the existing Google Cloud Vision API
(https://cloud.google.com/vision/), leading to an ensemble method towards the classifi-
cation and analysis of social images. Multiple services should be able to analyze the social
images providing the weighted labels and the depicted text. The derived information
should be properly combined and can then be used in order for the proposed dominance

https://www.doi.org/10.34740/kaggle/ds/732777
https://www.doi.org/10.34740/kaggle/ds/732777
https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/
https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/
https://cloud.google.com/vision/
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metric values to be calculated for each latent information type. Apparently, the adoption of
a different image analysis platform (or a combination of services via an ensemble scheme)
would affect the results (in terms of labels’ appearances and weights); however, the appli-
cation of our methodology would still be able to identify the most representative latent
image information (i.e., labels and OCR-derived terms).

The added value of our study compared to the related literature can be summarized
as follows. Firstly, two types of latent textual information in images are considered—the
labels (i.e., semantic tags) providing the represented entities or concepts, and the actual
depicted text. Our evaluation revealed that both types of latent information result in
valuable insights regarding the patterns of the user-generated content disseminated by
accounts of broad or overlapping communities. Secondly, the existence of semantics,
both on social content and OSN account level, can be utilized for further improving
tasks relevant to the analysis of behavioral patterns, identification of similar accounts,
community detection, and enhancement of interest profiles. Thirdly, we investigated the
identification of similar images by evaluating their semantic similarity, relying on the
aforementioned latent contextual features. Specifically, the Word2Vec word embedding
model was employed for transforming the text into vectors, thereby enabling us to calculate
the cosine similarity of any textual information. Finally, we investigated the correlation of
the two types of latent information and evaluated their degree of complementarity.

In the future, we plan to rely on the results of this study in order to enhance the
methodologies proposed in our previous works [5,29]. The first one, already used as the
basis for this study, involved the enrichment of Twitter accounts with thematic categories
deriving from DBpedia, and the second one the identification of similar accounts based
on their shared Twitter entities (e.g., mentions, URLs, hashtags). The incorporation of
additional information derived from the latent contexts of their disseminated images
would further improve the efficiency of these methodologies and could be transformed
into a Twitter account follower recommendation system (i.e., “who to follow”). Moreover,
our latent contextual-based semantic similarity image identifier could be adapted into a
content recommendation system where relevant Twitter images and posts are suggested to
users, based on their disseminated content. To this end, the latest data of the interested
users should be considered, and due to the vast volume of the candidate social data, suitable
big data techniques should be applied. Consequently, the similarities among the images
should not be calculated as presented in this study (since big data analytics was outside
of our research scope), but by employing scalable techniques, such as locality-sensitive
hashing. Finally, we intend to analyze the extracted OCR text to a greater extent, in order
to identify the mentioned entities or concepts and interconnect them with established
knowledge bases (e.g., DBpedia and Wikidata), for enhancing the representational quality
of the individual Twitter accounts and communities.
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