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Abstract

:

Slender marine structures such as deep-water riser systems are continuously exposed to currents, leading to vortex-induced vibrations (VIV) of the structure. This may result in amplified drag loads and fast accumulation of fatigue damage. Consequently, accurate prediction of VIV responses is of great importance for the safe design and operation of marine risers. Model tests with elastic pipes have shown that VIV responses are influenced by many structural and hydrodynamic parameters, which have not been fully modelled in present frequency domain VIV prediction tools. Traditionally, predictions have been computed using a single set of hydrodynamic parameters, often leading to inconsistent prediction accuracy when compared with observed field measurements and experimental data. Hence, it is necessary to implement a high safety factor of 10–20 in the riser design, which increases development costs and adds extra constraints in the field operation. One way to compensate for the simplifications in the mathematical prediction model is to apply adaptive parameters to describe different riser responses. The objective of this work is to demonstrate a new method to improve the prediction consistency and accuracy by applying adaptive hydrodynamic parameters. In the present work, a four-step approach has been proposed: First, the measured VIV response will be analysed to identify key parameters to represent the response characteristics. These parameters will be grouped by using data clustering algorithms. Secondly, optimal hydrodynamic parameters will be identified for each data group by optimisation against measured data. Thirdly, the VIV response using the obtained parameters will be calculated and the prediction accuracy evaluated. Last but not least, classification algorithms will be applied to determine the correct hydrodynamic parameters to be used for new cases. An iteration of the previous steps may be needed if the prediction accuracy of the new case is not satisfactory. This concept has been demonstrated with examples from experimental data.
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1. Introduction


Risers and pipelines are important structural elements in offshore oil and gas exploration and development. Vortex-induced vibrations (VIVs) cause cyclic loads and an amplified drag force on the cylindrical structures. Consequently, severe fatigue damage may be accumulated and mechanical failure can occur. Therefore, in the design and operation of marine risers, it is important to understand the global VIV responses of deep-water risers and marine pipelines and get accurate predictions of the responses.



Semi-empirical VIV prediction tools such as VIVANA [1], Shear7 [2], and VIVA [3] are tools commonly used by the industry. These prediction tools consist of a structural model and a hydrodynamic load model. The structural model may be based on normal or complex mode superposition or use finite elements with coupled equations. The hydrodynamic load model is based on the “strip theory”. The hydrodynamic force and frequency depends on local flow conditions, response amplitude, and structural geometry. The load model and the empirical parameters are developed from model tests using rigid cylinders and flexible pipes.



The hydrodynamic parameters required by the prediction tools are normally generalised from rigid cylinder forced motion tests. In such tests, a rigid cylinder is towed through the water at a constant speed (U) and forced to oscillate under designed motion amplitudes (A) and frequencies (  f  o s c   ), which approximate the actual trajectories of the cross-section of a flexible pipe. The hydrodynamic coefficients are derived from the force measurement of the rigid cylinder section [4,5]. Despite the efforts to obtain hydrodynamic data from realistic cylinder motions [6,7,8,9], the hydrodynamic parameters used in the present prediction tools are still based on tests with one-dimensional cross-flow (CF) harmonic motions, neglecting in-line vibrations that are also present. Often these tests are carried out in conditions characterised by sub-critical Reynolds numbers, while the riser in the field will experience flow conditions in the critical or super-critical flow regimes.



The effects of variations in the Reynolds number were studied on a full scale pipe section by [10,11,12]. It was found that the hydrodynamic coefficient is sensitive to the Reynolds number. In addition, the surface roughness ratio was also found to be an important parameter. These effects have not been accounted for in the present VIV prediction tools.



VIV tests with elastic pipe/riser models have mainly focused on global responses [13,14,15,16,17,18,19] where bending strain, curvature, and/or acceleration are typically measured at discrete locations along the test model under uniform and shear current conditions. The measured cross-section motion trajectories found from such tests are far from harmonic [8]. The hydrodynamic force coefficients along the test model can be estimated by an inverse analysis method [20,21]. This method basically uses measured response data to calculate the external VIV loads by assuming that the mechanical properties (stiffness, mass, etc.) are known. The hydrodynamic coefficients estimated by inverse analysis also show deviation from results of rigid cylinder tests. In such tests, small-scale models are normally used, which means that the Reynolds number is relatively low.



Inconsistent prediction accuracy is seen when benchmarked against elastic cylinder tests in ideal laboratory conditions, where tests are carried out under constant and unidirectional flow with densely spaced and accurate measurements [22]. Even larger discrepancies have been seen when compared to full-scale field measurement data [23]. Part of the reasons for these discrepancies are oversimplifications in the hydrodynamic load model and the associated parameters applied in the prediction tools.



The objective of this work is to introduce a new method to improve the prediction consistency and accuracy by applying adaptive hydrodynamic parameters. In the present study, the complexity of VIV responses is first explained with typical model test examples in Section 2. The limitations of the present VIV prediction tools with built-in empirical parameters is discussed in Section 3. This provides the background and reasons for using adaptive parameters to compensate for the simplifications in the numerical models. The concept of adaptive parameters is then discussed in Section 4, with examples to demonstrate the possible improvement in VIV predictions. Machine learning (ML) has been applied, where data clustering algorithms have been used to group the response data from various model tests and where each group is associated with a set of parameters. Classification algorithms have been used to select the optimum parameters for the new data. Potential applications to improve riser design practice and field monitoring are discussed in Section 4.




2. Characteristics of VIV Responses


It is known that the current profile can have a significant influence on VIV responses of deep-water riser systems. There is a lack of prediction models for describing VIV responses subjected to three-dimensional (3D) current [24]. Therefore, in the present design practice, a unidirectional (2D) current profile is assumed. Sheared or uniform 2D currents are normally simulated in model tests. If the current profile is linearly sheared, the excitation region is well defined in the high current speed area. If the shear profile is similar to the Gulf of Mexico profile [25], the excitation region is distributed over several locations along the pipe length. Since the sheared current profile is more realistic for deep-water riser systems, five different VIV model tests with sheared current profiles were selected to be further investigated in the present work, with a focus on the CF response.



2.1. Influence of Travelling Speed and Bending Stiffness on VIV Responses


The responses of a elastic pipe can be influenced by the longitudinal travelling speed of the VIV response [26].



The theoretical travel speed of oscillations of an infinitely long tensioned string and an untensioned beam are calculated by the following equations:



Tensioned string:


   C s  =   T m   .  



(1)







Un-tensioned beam:


   C  b , C F / I L   =     ω  C F / I L  2  , E I  m  4   



(2)




where, m is the mass per unit length;   E I   is the bending stiffness; T is the tension and  ω  is the response frequency in IL and CF directions.



For a tension-dominated string, the travel speed will be independent of the response frequency. This means that the wave speeds of responses in IL and CF directions are the same. For a beam with controlled bending stiffness, the longitudinal travelling speed depends on the response frequency. This means the CF response at the primary frequency  ω  will be travelling along the pipe with a different speed than the IL response. Thus, the motion trajectories will constantly vary along the pipe. This will affect the CF VIV response both at the primary frequency  ω  and the third-order frequency component   3 × ω  , together with other factors [26].



One way to quantify the importance of the bending stiffness is to evaluate the natural frequencies of the pipe model. Elastic pipe models in VIV tests could be simplified as tensioned elastic beams. Both tension and bending stiffness contribute to the total stiffness. The natural frequencies of a tensioned beam are given by the following equations:



For a tensioned string:


   f  n , s   =  n  2 L     T m   .  



(3)







For an untensioned beam:


   f  n , b   =    n 2  π   2  L 2       E I  m   .  



(4)







For a tensioned beam:


   f  n , t o t   =    f  n , s  2  +  f  n , b  2    ,  



(5)




where L is the pipe length and n is the mode number.



The relative magnitude of the bending stiffness can be quantified by the frequency ratio


  F =  f  n , b   /  f  n , t o t   .  



(6)







The higher the value of this parameter, the stronger the influence of the bending stiffness will be. Furthermore, the travelling speed will be increasingly different in the IL and CF directions.




2.2. Selected Elastic Pipe Model Tests


Performing experiments on a scaled elastic riser or on pipeline models is a common approach to study the global response. The measurements are used to validate various numerical VIV prediction tools. In this section, several representative model tests of elastic bare riser models are reviewed, and the physical properties are summarised in Table 1. A description of the test setup can be found in Appendix A.




2.3. Characteristics of VIV Responses of an Elastic Pipe in Sheared Current


The shedding frequency is given by    f s  = S t U / D  , where St is the Strouhal number, U is the flow speed, and D is the pipe diameter. In a sheared flow, the shedding frequency may vary along the length of the pipe. In addition, the response frequency and mode are known to vary in time even under a constant flow speed due to the flow instability. The variation of the dominating response frequency in space and time can be extracted from wavelet analysis of the measured response signals along the length of the test pipe [27]. The frequency composition can be different for a tension-dominated pipe vibrating at a low mode (∼5), as shown in Figure 1, or a bending-stiffness-dominated pipe responding at a high mode (∼25), as shown in Figure 2. The response is dominated by a single frequency (≈3.5 Hz) for the former, even when subjected to a sheared current. However, the frequency variation is much more complicated for high-mode VIV responses, as shown in Figure 2. Higher frequencies are observed at the high flow speed region at the top of the riser, and lower frequencies close to the bottom where the flow speed decreases to zero (“space sharing” [1]), e.g., 15–17 s. “Time sharing” [28] of the frequency is also observed. The experimental results show that the response frequency varies along the length of the pipe. If well synchronised, fewer frequencies tend to dominate longer sections of the pipe. The response will also be stable with higher motion amplitudes. On the other hand, the response will be controlled by the local shedding process when the synchronisation breaks down, which leads to more frequencies and chaotic responses with lower motion amplitudes.



Such behaviour is related to the bending stiffness of the structure, which can affect the response-wave propagation speed and motion orbits. It is also related to the presence of the travelling waves. The higher the mode, the more a travelling wave response will be present, as discussed earlier. In addition, large tension variation has been observed in some of the high-mode VIV response tests, which may also contribute to the instability of the response.



The model tests with long elastic cylinder models cover a large variation of riser dimensions, cross-sectional properties, boundary conditions, and flow conditions. This calls for an improved understanding the VIV behaviours of different riser configurations and numerical tools with increased robustness and specialised treatment of the response characteristics [29].



The characteristics of VIV responses subjected to a sheared current profile have been studied in [26], as summarised in Table 2 and in Figure 3. In this figure, the stress ratio (  R  σ 31   ) is defined as the ratio between the standard deviation of the maximum stress measured at (  3 × ω  ) and (  1 × ω  ) frequencies along the length of the test pipe.


   R  σ 31   =   m a x ( s t d  (  σ 3  )  )   m a x ( s t d  (  σ 1  )  )    



(7)







The bending stiffness ratio (  F =  f  n , b   /  f  n , t o t    ) indicates how significant the bending stiffness contribution is to the total stiffness of the structure. The main observation from Figure 3 is that the stress ratio increases when the bending stiffness is of less importance. In addition, the stress ratio can be very different depending on the presence of travelling waves in the response, which is indicated by the data points around    f  n , b   /  f  n , t o t   = 0 . 3  . This study shows that there needs to be long regions of stable and favourable motion orbits inside the excitation region in order to get significant third-order (  3 × ω  ) harmonic stresses. This seems to require the following conditions:




	
Response dominated by travelling waves;



	
Low relative bending stiffness contribution;



	
Stationary response.








These conditions will not only influence the higher harmonic stress but also the responses at the primary shedding frequency (  1 × ω  ). The strong response at the primary shedding frequency is normally associated with a strong higher harmonic response [26].





3. Limitations of the Present Empirical VIV Prediction Tools


Present empirical VIV prediction tools are based on a response frequency model and a load model with a hydrodynamic coefficient database. The structural model is linear.



3.1. Response Frequency Model


In order to be able to describe the frequency variations in space and time, the prediction tools include “space sharing” and/or “time sharing” models. In the space-sharing model, the responses in different sections of the pipe may be dominated by different frequencies, but these frequencies will be constant in time. In contrast, time sharing is assumed to appear as a sequence of single-frequency responses [1]. These frequency models are reasonable approximations of the observed physical process, but with strong simplifications. There is also a lack of criteria when to switch between space sharing and time sharing models in the analysis, and consequently, the analysis will be either time sharing or space sharing when it should have been a combination of the two.




3.2. Hydrodynamic Parameters


Present empirical VIV prediction tools rely on hydrodynamic parameters generalised from rigid cylinder tests. The CF hydrodynamic data is based on tests with pure CF harmonic motions [4]. The excitation coefficients are dependent on the motion amplitude ratio   (  A / D  )   and the non-dimensional frequency   (  f  o s c   D / U )  . However, it is known that hydrodynamic coefficients of an elastic pipe will be strongly influenced by IL motions, which are not present the in one-dimensional motion tests [5,25,30].



Inverse analysis has also been applied to estimate CF hydrodynamic coefficients of an elastic pipe from measured response data directly [20]. The results show that the excitation coefficients of an elastic cylinder are different compared to those from a rigid cylinder with pure CF motions. It is also demonstrated that the coefficients are further influenced by multiple frequency variations in space and time. These frequencies compete for energy, which leads to less stable vortex shedding and more chaotic responses. Hence, the magnitudes of the excitation coefficients are smaller compared to that of a stable response dominated by one single frequency. These effects have not been fully accounted for in the existing hydrodynamic coefficients.



The hydrodynamic coefficient database can be modelled by a set of parameters. An optimisation technique has been applied to obtain best-fit hydrodynamic parameters by calibrating the model prediction against measured response data from elastic cylinder tests. The space-sharing model has been used in the calibration. The fatigue prediction using calibrated parameters agrees well with the measurements [22,31].



However, increased discrepancy between prediction and measurement has been observed when the same set of hydrodynamic parameters is applied to predict VIV responses of different model tests, as illustrated in Figure 4. The ratio between the measured maximum fatigue damage and the predicted results exceeds a factor of 5 for about 26% of the 57 cases. Prediction errors within a factor of 3 are found in 53% of the cases. The largest deviation shows over-predictions by a factor of 52. In the present study, one single slope S–N curve has been applied to all of the cases in the fatigue calculation, which is presented in


  log ( N ) = log ( a ) − mlog ( S ) ,  



(8)




where N is the predicted number of cycles to failure under stress range S (in Mpa). m is the inverse slope of the S–N curve, and log used in the notation is log to the base 10. The S–N curve constants m and a are 3 and 11.63, respectively.





4. Improved VIV Prediction Accuracy With Adaptive Hydrodynamic Parameters


4.1. Concept


The challenge is how to compensate for the simplicity in the load model and the hydrodynamic parameters so that the prediction matches the actual VIV responses from measured data. Optimisation is one way to obtain best-fit parameters; however, it is difficult to obtain a single set of parameters that gives accurate predictions for all cases, as shown in Figure 4. The more complicated cases included, the less robust the obtained parameters will be. The proposed strategy is therefore to apply adaptive parameters that reflect the different response patterns. A four-step approach is applied in the present study:




	
First, the measured VIV response will be analysed to identify key parameters to represent the response characteristics. These parameters will be grouped by similarity using data clustering algorithms.



	
Secondly, optimal hydrodynamic parameters will be identified for each data cluster by optimisation against measured data within that cluster.



	
Thirdly, the VIV response using the obtained parameters will be calculated and the prediction accuracy evaluated.



	
Last but not the least, new cases must be assigned to a cluster in order to determine the correct hydrodynamic parameters. An iteration of the previous steps may be needed if the prediction accuracy of the new case is not satisfactory.








In the present study, CF VIV responses at the primary response frequency have been evaluated. The main objective of the present work is to demonstrate the validity/applicability of the concept and hence, simplifications in the analysis procedure have been made.




4.2. Clustering the Model Test Data


Instead of using one set of generalised parameters, we suggest clustering the model tests based on the physical response properties rather than the individual model test properties and to derive a set of parameters to be used with each cluster. The stress ratio (  R  σ 31   ), bending stiffness ratio (F), and response mode number (n) are selected as inputs to the data clustering analysis as they seem to be good indicators of the different riser response characteristics (refer to Section 2). Consequently, they were selected for the clustering; their relative relations are shown in Figure 5. The outputs are clustered model test data.



These parameters are continuous, but as seen from Figure 5, they are not uniformly sampled by the model tests. We wish to identify clusters of similarity in the data under the assumption that the underlying distributions are continuous and any new model tests might close the gaps that at the moment seem to be obvious splits in the data. Consequently, we need a dynamic approach where the clustering can be easily adapted to new measurements and also expanded to include different/additional parameters.



In recent years, there has been a massive development of machine learning methods for clustering data based on similarities. Given the continuous nature of the parameters and possible overlap between clusters, conceptually different methods for clustering were tested and their performance compared. Based on the limited data sample presented here, they all perform similarly.



In the following, the application of various clustering methods is investigated. It is expected that the underlying distributions are continuous but can be represented as Gaussian distributions with additional overlaps due to the measurement uncertainties. The method of choice should be able to handle this. The presented clustering algorithms all require a fixed number of clusters to be pre-defined. In order to have a sufficiently high number of data points in the resulting clusters to derive the best-fit parameters, three clusters were used. As more data become available, the number of clusters should be adjusted. Before the data can be clustered it is customary to normalise all parameter values to the same numeric scale. This has been achieved with min–max-scaling:    x i  ,  scaled =  (  x i  −  x min  )  /  (  x max  −  x min  )   .



K means clustering [32] is a standard algorithm often used because of its simplicity. However, it does not cluster the data based on similarities but partitions the data into a user-defined number of chunks assumed to be spherical in the parameter space. This works well when the data consist of a known number of clearly separated clusters. However, the method is not very useful for deriving the number of clusters in a scenario with possible overlaps. The results from K means clustering are shown in Figure 6.



Gaussian Mixture [33,34,35] is a probabilistic model that assumes that all data points originate from a predetermined number of overlapping Gaussian distributions with unknown parameters. The results of Gaussian mixture clustering are shown in Figure 7.



Spectral clustering [36,37] uses the spectrum (eigenvalues) of the similarity matrix of the data to reduce the number of dimensions before clustering in the low-dimension space. The number of clusters has to be specified, and it only works for a low number of clusters. The results of spectral clustering are shown in Figure 8.



As seen in Figure 6, Figure 7 and Figure 8, the different data clustering methods give very similar results for the parameter clustering, but they are not identical. The robustness of the clusters should be investigated with more data. The subsequent analysis was performed with the Gaussian mixture algorithm since the data are assumed to originate from continuous distributions of physical origin and can therefore be reasonably approximated with overlapping Gaussian distributions.




4.3. Identifying Response Characteristics by Data Clustering


In the present study, VIV response characteristics are represented by three parameters based on the five selected test data sets. The number of selected data points from various model tests and their allocations in three data clusters (DC 1–3) are reported in Table 3.



It can be seen from Table 3 that the data from the Hanøytangen test has been split into two roughly evenly sized groups associated with data clusters DC1 and DC2, respectively. In the Hanøytangen test, the structural stiffness for cases with a lower response mode (lower towing speeds) were tension-dominated. The response characteristics in terms of response magnitude and frequency contents are similar to Norwegian Deepwater Programme (NDP) and Shell tests. But the bending stiffness becomes dominant with increasing mode number. The response characteristics tend to be similar to the ExxonMobil test. The results from the clustering analysis agree with observations from the model tests. This illustrates the purpose of clustering analysis, which groups the cases with the same characteristics across different model tests. It is also shown in Figure 3 that it is difficult to use the bending stiffness ratio as one single parameter to cluster the data. The data from MIAMI showed significantly different behaviour as compared to other data with a similar bending stiffness ratio of about 0.3. The travelling speeds in CF and IL directions will be close due to its relatively low bending stiffness. In addition, the MIAMI model is responding at a very high mode, where the travelling wave response is dominating. Therefore, there is a long region along the length of the riser model where stable and favourable motion orbits are observed, which leads to high third-order stress as well as to high responses at the fundamental frequency. On the other hand, the other cases with similar or lower bending stiffness ratios have much lower third-order stress due to the motion orbits varying constantly along the length, which is caused by the presence of the standing waves at low response modes. The number of data groups is manually set to be 3 based on the data at hand. The clustering analysis correctly identified three clusters as requested. An optimal selection of the clusters will be expected when dealing with more complex data.




4.4. Obtaining Optimal Hydrodynamic Parameters


The excitation coefficient database is represented by a few parameters [4]. They are systematically varied until the prediction agrees with the measurement, as explained in [22]. The optimisation is carried out for each of the three data clusters. The mean squared error in fatigue damage has been used as the criterion to select the optimal parameters, i.e.,    ∑  i = 1  N    ( F a  t  p r e d , i   − F a  t  m e a s , i   )  2  / N  , where   i = 1 , 2 , 3 … N  , i is the sensor number along the length of the pipe. Two sets of hydrodynamic parameters have been derived, i.e., Ce1 and Ce2. Parameter set Ce1 was used to predict fatigue damage for cases in data cluster 1 (DC1), and the other set was used for data cluster 2 (DC2). No hydrodynamic parameters have been derived for data cluster 3 (DC3) due to the lack of experimental data time series from which to derive the parameters and to evaluate the fatigue damage. However, it is expected that a third set of hydrodynamic parameters is needed because the averaged displacement standard deviation of DC3 is indeed larger than that of the other data groups [38].



The reconstructed CF excitation coefficient contour plots are presented in Figure 9. The first set of parameters (Ce1), as represented by the force coefficient contour plot to the left, were developed in earlier studies [22]. This is representative for a tension-stiffness-dominated pipe dominated by a single response frequency. The second set of hydrodynamic parameters (Ce2), as shown in the plot to the right, is adjusted to represent the competing frequency responses of a bending-stiffness-dominated pipe.




4.5. Evaluating Prediction Accuracy


In Figure 10, the fatigue damage predictions of those cases for which a calculation with two sets of hydrodynamic parameters has been performed are compared to the respective predictions using only one parameter set. The red line indicates that the predicted fatigue damage is equal to the measured fatigue damage. The black lines show that the predicted fatigue damage is 5 times the measured value, and the green line shows that the predicted fatigue damage is 1/5 of the measured value. The narrower distribution along the diagonal obtained when using two sets of hydrodynamic parameters indicates a significant improvement in prediction accuracy. Only 7% of the predictions deviate by more than a factor of 5 from the measured fatigue damage, compared to 26% when using only one set of parameters. A prediction error within a factor of 3 is found in 86% of the cases, which represents an increase of 33% compared to the previous analysis with only one set of parameters.




4.6. Selection of Hydrodynamic Parameters for a New Data by Classification Algorithms


When new measurement data become available, the clustering model can be applied to determine which parameter sets should be used. Assuming a new test case with the following conditions: mode number of 25, bending stiffness ratio of 0.6, and stress ratio of 0.1. The developed Gaussian mixture model in Section 4.2 determines that this new data point will be classified to DC2, and consequently the best fitting parameters for DC2 should be applied to compute the fatigue.



The prediction accuracy needs to be evaluated and data re-clustering may be needed if the prediction accuracy is not satisfactory. New parameters may be identified and included in a new data clustering procedure. For example, the Reynolds number may be an additional clustering parameter when dealing with full-scale measurements [11,12].





5. Discussion


The novelty of the present work is to apply adaptive parameters in the prediction in order to account for the limitations of the simplified numerical models. The key element is to group the VIV responses and apply different hydrodynamic parameters for each individual response cluster. It is found to be increasingly difficult to derive analytical functions to describe the relationship among the increasing number of parameters. It is also not desirable to manually inspect the data, especially when the accumulation of data is large. Therefore, data clustering methods have been explored for grouping data in a multidimensional parameter space in the present study. For demonstration purposes, the strategy in the present work is to limit the scope to a relatively small data group as a first step. The data has been limited to selected laboratory tests with dense instrumentation with sheared current profiles. The good physical understanding of these limited cases provides a way to evaluate the use of the clustering analysis, which groups the data purely based on their similarities without physical meaning. Three parameters, i.e., stress ratio, stiffness ratio, and mode order (refer to Figure 3), were selected based on the physical understanding of the system. It is satisfactory to see that the clustering analysis leads to a similar selection of groups than otherwise could have been achieved manually. However, the ultimate goal is to eventually apply this concept for VIV predictions in riser design practice and for VIV field response monitoring, where increasing complexity in data quantity, quality, and physical systems are expected. Therefore, a more advanced clustering analysis is to be expected in practice.



More model test data need to be included in the analysis to increase the robustness of the parameter selection. More parameters are also needed in order to describe the characteristics of the riser response, e.g., the shape and direction of the flow profile, Reynolds number effect, etc. The clustering analysis will hopefully help to identify the indirect connections in the data in a multi-parameter space. Then, the improvement in modelling will be easier with the clear understanding of the limitations of the prediction tools. This process is also expected to be dynamic, which means that the improvement in the numerical models may potentially reduce the number of parameter sets otherwise required. This will be carried out step-wise so that the underlying physics are correctly understood.



The proposed concept can be applied to improve accuracy in riser design and in on-line response monitoring. While the stiffness ratio and even the mode order can be predicted, the stress ratio cannot be estimated beforehand. Eventually, other parameters will be used.



The geometry, operational, and environmental conditions of the riser systems in the field are much more complicated than in the laboratory tests. In addition, the field measurement quality and limited sensor density will introduce significant uncertainties. Field measurement data must be analysed to identify key parameters to describe response characteristics. These parameters and their values are not expected to be identical to those used in the design phase. But the knowledge gained from the analysis of laboratory data will provide a good basis for parameter selection and an understanding of the field observations. Learning from field measurements will certainly be valuable to improve the design basis as well.




6. Conclusions


A new analysis concept to improve VIV prediction accuracy by applying adaptive parameters has been proposed and demonstrated with simplified examples. The limitations of the mathematical model and the hydrodynamic parameters used in the existing perdition tools can be compensated by parameter optimisation based on groupings of the measured data. The identification and selection of these groups were determined adaptively by using data clustering algorithms. Improvement of both the prediction accuracy and consistency have been achieved. By using the adaptive parameter approach, 93% of the predictions are within a factor of 5 of the measured values, and 86% of the predictions are within a factor of 3 of the measured values. The corresponding percentages are 74% and 53% using original parameters.



The proposed analysis concept is semi-empirical, which means it is based on model test data. Enriching model test data will help increase the robustness of the parameters, so that the clustering analysis and VIV prediction will be improved. It is expected that the proposed analysis concept can be applied in both riser design and online riser response monitoring applications.







Author Contributions


Conceptualization, J.W.; methodology, J.W., S.R.-S., D.Y., H.L., and S.S.; writing–original draft preparation, D.Y., J.W., S.R.-S.; writing–review and editing, H.L., S.S., and M.T. All authors have read and agreed to the published version of the manuscript.




Funding


This research is funded by the joint industry project Pilot PRAI, funded by SINTEF, Equinor, BP, Kongsberg Maritime, Trelleborg Offshore, Aker Solutions, and Subsea7.




Acknowledgments


The authors would like to thank Equinor, BP, Kongsberg Maritime, Trelleborg Offshore, Aker Solutions, and Subsea7 for funding and permission to publish this study. The authors would like to thank Emeritus Carl M. Larsen and Elizabeth Passano for fruitful discussions.




Conflicts of Interest


The authors declare no conflict of interest.





Appendix A. Description of Different Model Tests


Appendix A.1. NDP High-Mode VIV Test


In December 2003, the Norwegian Deepwater Programme (NDP) carried out a VIV test programme in MARINTEK’s Ocean Basin, focusing on conditions leading to high vibration mode numbers [13]. A 38 m long elastic pipe model with an outer diameter of 0.027 m was towed at various speeds, simulating both uniform and linear sheared currents. The two ends of the test model were pinned and pre-tensioned. Bending strains and accelerations along the model were measured. Both a bare riser configuration and configurations with two types of strakes for VIV suppression were tested. The Reynolds number ranged from 8000 to 67500. The calculated bending stiffness ratio indicated that bending stiffness of the pipe was dominated by the geometrical stiffness from tension (   f  n , b   /  f  n , t o t   < 0 . 5  ), and the bending stiffness was found to be less important. For the low vibration mode cases (  n < 10  ), the response frequency was dominated by a single frequency. For the higher-mode cases, response amplitudes, dominating frequency, and mode composition were seen to vary in time. Travelling wave responses were clearly observed at the highest response modes (mode 10–14) [13,26].




Appendix A.2. Shell High-Mode VIV Test


Shell performed high-mode VIV tests in the Ocean Basin at MARINTEK in 2011 [39]. A test setup similar to the NDP high-mode VIV test was applied. Three different heavily instrumented riser models were towed at different speeds, simulating uniform and linearly shear currents. The highest Reynolds number reached was   2 ×  10 5   . Measurements of micro bending strains and of accelerations along the risers were made in the IL and CF directions. The results from one of the riser models, Pipe 2, are used in the present study. Pipe 2 was 38 m in length and 3 cm in diameter. The response characteristics are similar to the NDP test.




Appendix A.3. Hanøytangen High-Mode VIV Test


The Hanøytangen VIV test was carried out in a fjord outside of Bergen, in Norway, in 1997 [14]. The purpose of the Hanøytangen test program was to create data for studying the VIV response of deep-sea risers subjected to sheared currents. The riser model was suspended from a catamaran-type surface vessel, and the lower ends were attached to buoyancy tanks by ropes via pulleys. The buoyancy tanks provided the pre-tension. The catamaran was towed along the quay by means of a closed rope loop running over pulleys. The length of the steel pipe model was 90 m and the diameter was 3 cm. The dynamic responses became dominated by the bending effects with increasing response mode order (mode 10–27). In addition, resonant axial vibrations were observed, which may lead to significant stresses.




Appendix A.4. ExxonMobil Rotating Rig VIV Test


ExxonMobil performed a VIV test on a long elastic cylinder [40] at MARINTEK’s towing tank. A rotating test rig was used to expose a 9.63 m long test pipe with 20 mm diameter to flow conditions simulating uniform and linearly sheared currents. Both bare and straked pipes were tested. The model was heavily instrumented with bending strain gauges and accelerometers. The test model was made of brass, and the pipe stiffness was dominated by the bending stiffness. Low response modes (modes 1–7) with standing wave responses were mostly observed.




Appendix A.5. Deepstar Miami II Test


Field measurements of an elastic pipe were carried out by MIT and the Deepstar Consortium, known as the Miami II test [15]. A fibreglass composite pipe with a length of 152.4 m and an outer diameter of 3.63 cm was tested. The top end of the pipe model was attached to a boat, which was put on various headings relative to the Gulf Stream so as to model a large variety of currents, varying from nearly uniform to highly sheared in speed and direction. A railroad wheel was attached to the bottom of the pipe to provide tension. The stiffness of the pipe model was tension-dominated even at high mode numbers (  n > 20  ). IL and CF responses are likely to travel at the same speed along the cylinder. Long regions of travelling waves were observed in the tests.
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Figure 1. Single-frequency response, low mode (∼5), tension dominating, NDP high-mode test case 2350 [13]. 
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Figure 2. Multi-frequency response, high mode (  ∼ 25  ), bending stiffness dominating, Hanøytangen test case 0056 [14]. 
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Figure 3. Bending stress ratio vs. relative bending stiffness contribution. The collective sample of experiments jointly covers a large range of parameter space, with each region being covered by more than one experiment, apart from the stress ratios and highest relative bending stiffness contributions. 
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Figure 4. Fatigue prediction based on one set of hydrodynamic parameters. 
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Figure 5. Scatter plots and histograms for the parameters selected in Section 2: the oscillation mode, stress ratio (   R  σ 31   = m a x  ( s t d  ( σ 3 )  )  / m a x  ( s t d  ( σ 1 )  )   ), and relative bending stiffness ratio (  F =  f  n , b   /  f  n , t o t    ). 
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Figure 6. Scatter plots for the resulting three clusters obtained for the K-means algorithm in the parameter space defined by the oscillation mode, stress ratio (   R  σ 31   = m a x  ( s t d  (  σ 3  )  )  / m a x  ( s t d  (  σ 1  )  )   ), and relative bending stiffness ratio (  F =  f  n , b   /  f  n , t o t    ). The method assumes the clusters to be spherical in parameter space. 
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Figure 7. The resulting three clusters from the Gaussian mixture algorithm in the same parameter space as for Figure 6. The clusters are assumed to be overlapping and non-symmetric Gaussians in the parameter space. The distributions of the individual model tests among the clusters are given in Table 3. 
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Figure 8. The result of spectral clustering for three clusters in the same parameter space as for Figure 6. The three algorithms agree on the small high-mode cluster and also on the main structure of the remaining two clusters, but not the exact distribution of the data points. The Gaussian mixture allows for larger overlap between the clusters than the spectral clustering. 
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Figure 9. Single-frequency response coefficients (Ce1). 
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Figure 10. Comparison of the predicted fatigue relative to the measured fatigue when predicted using one or two optimal sets of hydrodynamic parameters. The deviation between the predictions and measurements is clearly smaller when using two sets with the allocation of parameters based on the clustering analysis. 
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Table 1. Summary of physical properties of the riser/pipe model of various elastic model vortex-induced vibration (VIV) tests.
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	Test
	Length   L ( m )  
	Diameter   D ( m )  
	Mass Ratio   m *  
	Bending Stiffness   EI (  Nm 2  )  
	Mean Tension    T ¯   ( N )   





	NDP high-mode test
	38
	0.027
	1.632
	37.2
	4000



	Shell high-mode test (pipe 2)
	38
	0.030
	1.54
	572.3
	4000



	Hanøytangen
	90
	0.030
	3.13
	3639
	3700



	ExxonMobil rotating rig test
	9.63
	0.02
	2.17
	135.4
	700



	Miami II test
	152.4
	0.0363
	1.268
	613
	3225
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Table 2. Summary of response characteristics from selected model tests [29].
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	TEST
	Mode Order
	Travelling/Standing

Wave Response
	Stiffness
	3rd Order

Harmonic Stress





	NDP high-mode test
	4–14
	Increased travelling wave
	Tension-dominated
	Medium



	
	
	response with mode order
	
	



	Shell high-mode test (pipe 2)
	2–14
	Increased travelling wave
	Tension-dominated
	Medium



	
	
	response with mode order
	
	



	Hanøytangen test
	10–27
	Travelling waves
	Bending-dominated
	Low



	Miami II test
	25–39
	Travelling waves
	Tension-dominated
	High



	ExxonMobil rotating rig test
	1–7
	Standing waves
	Bending-dominated
	Low
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Table 3. Results of Gaussian mixture clustering analysis.
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	Test
	Number of Cases
	DC1
	DC2
	DC3





	NDP high-mode test
	22
	22
	0
	0



	Shell high-mode test (pipe 2)
	6
	5
	1
	0



	Hanøytangen
	11
	5
	6
	0



	ExxonMobil rotating rig test
	25
	3
	22
	0



	Miami II test
	6
	0
	0
	6











© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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