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Abstract: The floods following the event of a dam collapse can have a significant impact on the
downstream environment and ecology. Due to the limited number of real-case data for dam-break
floods, laboratory experiments and numerical models are used to understand the complex flow
behavior and to analyze the impact of the dam-break wave for different scenarios. In this study,
a newly designed experimental campaign was conducted for the sequential dam-break problem in a
rectangular channel with a steep slope, and the obtained results were compared against those of a
particle-based numerical model. The laboratory tests permitted a better understanding of the physical
process, highlighting five successive stages observed in the downstream reservoirs: dam-break
wave propagation, overtopping, reflection wave, run-up, and oscillations. Experimental data were
acquired using a virtual wave probe based on an image processing technique. A professional
camera and a smartphone camera were used to obtain the footage of the experiment to examine the
effect of the resolution and frame rate on image processing. The numerical results were obtained
through the Smoothed Particle Hydrodynamics (SPH) method using free DualSPHysics software.
The experimental and numerical results were in good agreement generally. Hence, the presented
data can be used as a benchmark in future studies to validate the SPH and other Computational Fluid
Dynamics (CFD) methods.
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1. Introduction

A large volume of water is stored in the dam reservoirs. Therefore, the reservoirs pose risks for
the settlements located downstream. The flood caused by a dam-break is a great disaster and causes
losses of lives and properties. Also, as in Brazil in 2019, an environmental disaster may occur in case of
a dam-break in the tailings dam. It is important to hydraulically investigate the dam-break problem to
determine the flooded areas downstream as well as the the flood times, and to develop early warning
systems, in order to minimize life loss and property damage.

Dam-break phenomena were investigated analytically earlier for dry and wet bed cases [1,2].
Then, Shallow Water Equations (SWEs) models based on the assumptions of neglectable vertical
accelerations and assuming a hydrostatic pressure distribution were widely used to simulate the
dam-break flow [3–6]. SWEs are probably still the most common approach in practical dam-break
flood analysis, especially as large-scale problems can be solved more quickly [7,8]. However, with the
advances in computer technology, numerical analysis can be performed using Computational Fluid
Dynamics (CFD) models, solving Reynolds Averaged Navier Stokes (RANS) equations with turbulence
models as well [9–13]. When details are requested in large-scale problems, solving the problem with
RANS is quite time-consuming. Also, the Smoothed Particle Hydrodynamics (SPH) method has
become popular and is one of the numerical methods most often referred to in the subjects of hydraulics
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research, such as sediment flow [14,15] and coastal engineering [16,17], sloshing [18], propagation of
water waves [19], and wave impact [20].

The SPH method was developed to examine astrophysics in the 1970s [21] and it is still being
improved. The method is popular at present for free-surface problems [22,23]. The dam-break problem
too was investigated employing SPH in many studies [24,25].

Dams are sometimes built along the river sequentially. As an example, four and five dams were
built along the Dicle and Fırat Rivers, respectively, located in the southeast of Turkey. Hence, in case the
dam-break occurs, the dams located downstream and their reservoirs are possibly affected. For example,
thousands of people lost their lives in the Banqiao dam-break disaster in China in 1975. Especially in
the event of a dam-break on mountainous rivers, large flow velocities and large impact force occur due
to steep bed slopes. This situation increases the risk of collapse of dams that are built successively
in these regions and might cause catastrophic disasters. There are few studies, both experimental
and numerical, on sequential dam-break flow [26–30]. Small-scale experimental studies related to
the dam-break problem are always significant to understand the flood wave behaviors for different
conditions, due to the absence of real-case cases. Thus, dam-break flows can be investigated through
small-scale laboratory experiments [31,32].

Experimental research on the dam-break problem can also help to understand the behavior of
tsunami wave propagation in the oceans and the impact of the tsunami wave on the coastal region.
A dam-break wave can be considered as an imitation of a tsunami hydraulic bore, and experimentally
it was usually simulated by the abrupt removal of a plate. Analogies between a dam-break induced
wave and a tsunami-induced bore were previously investigated by various researchers [33–35].
Wave formation and propagation behavior for a sequential dam-break will have some similarities with
landslide-induced tsunami waves. Therefore, these experimental studies on dam-breaks and tsunamis
are also crucial to validate numerical models for free surface flows due to extremely rapid changes in
flow depth and velocity.

In this study, experimental and numerical results were analyzed comparatively for a sequential
dam-break problem with a steep bed slope. The analysis was made using water level-time curves.
The numerical results were obtained through the SPH method, while the experimental ones wee
obtained via a virtual wave probe based on an image processing technique. In addition, two different
cameras with different resolutions and frame rates were used to test the measurement capabilities of
the cameras and to examine the dam break, which is one of the most complex free surface problems
in the hydraulic field. A newly designed and idealized experimental setup having consecutive twin
reservoirs with no space in between was considered. Therefore, this paper can represent a case study,
the sequential dam-break flow, for future researchers that investigate the SPH and CFD, providing data
useful to validate numerical models for unsteady free surface flows based on SPH, VOF, level set
methods, etc.

2. Materials and Methods

2.1. Experimental Set-Up

The experimental study was conducted in the Civil Engineering Hydraulics Laboratory of
the Iskenderun Technical University. The setup was designed and manufactured by the authors.
Dimensions of the channel are 2.50 m, 0.15 m, and 0.25 m (length, height and width, respectively).
The bottom slope of the channel was adjusted as 1/5 (11.31◦). The bottom and lateral surfaces of the
channel were made of glass. The test setup is shown in Figure 1 [30].
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Red and blue food dyes were added to the water to observe the pattern and behavior of the dam-
break flow. 

Experimental results were achieved using an image processing technique. The flow behavior 
was recorded by using two different cameras. Due to the sudden changes in the water level and high 
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definition and high shutter speed cameras in order to provide detailed and accurate data. In this 
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lighting conditions were tested and good quality records were obtained in daylight without 
additional lighting equipment. Therefore, the experiments were performed in daylight conditions. 
The records were transferred to the computer from cameras. Then image processing was applied 
using a software that was developed by Kocaman [36]. This method has been successfully applied in 
different experimental studies on dam breaks to determine the time-dependent variations of the 
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Figure 1. Test set-up.

Two twin reservoirs of equal size without a gap in between were considered. In this study,
this idealized sequential dam-break set-up can be considered as a representation of dams built on
mountainous rivers with a steep bed slope. The upstream dam was a rigid moving plate with a
thickness of 0.4 cm. A steel rope was tied to the plate while a weight of approximately 10 kg was
tied to the other end. The plate was removed instantaneously owing to free-falling weight from
1.50 m above the floor. Grease oil was used between the plate and the glass walls to prevent leakage.
The downstream dam is a plate fixed to the channel. The plate is made of plexiglass and is 0.5 cm
thick. Red and blue food dyes were added to the water to observe the pattern and behavior of the
dam-break flow.

Experimental results were achieved using an image processing technique. The flow behavior
was recorded by using two different cameras. Due to the sudden changes in the water level and
high propagation velocity of the dam-break wave, experiments should be carried out using the high
definition and high shutter speed cameras in order to provide detailed and accurate data. In this study,
instead of industrial cameras, two easily accessible cameras with different resolutions and frame rates
were used for the frame acquisition during the tests. Some specifications of the cameras are given
in Table 1. The experiments were recorded by Camera-1 and Camera-2 simultaneously. In this way,
the effect of the change of the camera properties, such as resolution and frame rate, on the experimental
results was investigated and experimental data were verified using two different cameras.

Table 1. Specifications of the cameras.

# Brand Properties

Camera-1 Apple® iPhone 6 s 720 p/120 fps
Camera-2 Sony® Nex 7 1080 p/50 fps

Camera-1 records with an acquisition rate of 120 frames per second (fps) and resolution of
1280 × 720 pixels (also known as HD: High Definition), whereas Camera-2 records at 50 fps and
1920 × 1080 pixels (also known as Full HD). The lighting system also plays a crucial role in image
processing to create a good enough image for inspection and measurement. Prior to experiments,
lighting conditions were tested and good quality records were obtained in daylight without additional
lighting equipment. Therefore, the experiments were performed in daylight conditions. The records
were transferred to the computer from cameras. Then image processing was applied using a software
that was developed by Kocaman [36]. This method has been successfully applied in different
experimental studies on dam breaks to determine the time-dependent variations of the water level at a
fixed point. [10,13,37–39]. Five measurement points were selected to obtain water level-time variations
using the virtual wave probe in the study. Locations of the points are shown in Figure 2.
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Figure 2. Locations of the five measurement points (dimensions in cm).

2.2. Calibration Process

Measuring from an image requires attention and many factors affect the results, such as resolution,
color values, radial and tangent distortions, etc. The distortions can be removed by calibration,
i.e., optimizing those factors to obtain the best results. There are a few calibration types that
should be considered before the measurements, such as angular calibration, perspective calibration,
calibration due to camera position, and metric calibration. Before the experiment, in the preliminary
phase, records were reviewed and no significant angular and perspective distortions were observed
owing to advanced camera lens technology. Therefore, angular and perspective calibrations were not
applied in the present study unlike some previous studies [37,40].

The calibration due to camera position was achieved using a spirit level available on the tripods.
Also, cameras were placed parallel to the test setup in both vertical and horizontal planes to provide
the calibration. It is necessary to ensure that the plane of the camera sensor and the plane of the
channel wall are completely parallel from all angles to obtain an accurate measurement from the video
images. Shooting errors due to camera positions are represented in Figure 3. If the camera is placed
incorrectly as in Figure 3a, a rotated image will be obtained. However, misplacement of the camera as
in Figure 3b,c will result in a perspective view, and although it is actually the same, one side of the
channel appears long and the other side short in the image from right to left or top to bottom, vice versa.
Although these shooting errors that cause distortions in the image can be resolved later in the computer
environment using image processing techniques, they are very time-consuming. Therefore, the correct
placement of the cameras is very important at the beginning of the experiment. These problems in
the front and side view shown in Figure 3a,c were easily solved by correct positioning of the cameras
using a spirit level. The proper placement of the camera as in Figure 3b was achieved with the help
of the gridlines on the camera. Most cameras now have the ability to overlay lines on the screen
before capturing images. These are called grids or gridlines and do not appear in recorded images.
This camera positioning can be done easily by matching the gridlines on the camera with the reference
points or lines on the channel such as the channel frame.

An image is made by pixels. Pixels are the smallest unit of the image. The actual length of an
object can be determined after metric calibration in case pixel dimensions are known. To measure
the dimensions of an object, the image should include a reference length, which is measured as the
pixel unit and then the measurement is converted to the metric unit proportionally. White and black
quarter-circle markers were used as the reference length in this study (Figure 4). A contrast was created
using white and black colors to define the center of the circles easily for image processing. Also, a 20 cm
gap was left between the centers of each circle as the reference length.
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2.3. Obtaining the Water Level-Time Curves

Water level-time curves were obtained using a virtual wave probe method, developed by
Kocaman [36], a code utilizing the edge recognition and filter functions in the image processing
software. In general, the software determines the water level considering the surface of the water
(water–air interface) that contrasts with the background color. The software creates a virtual probe as
shown in Figure 5 that defines the interface for each frame of the video record consecutively and so the
time evolution of the water level at a certain probe is easily obtained.
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2.4. Numerical Solution

In this study, the open-source software DualSPHysics was used for the numerical analysis
based on the SPH method. The software is able to analyze the hydraulic problems for free-surface
flows such as dam break and tsunami by employing graphical processing units (GPU) to accelerate
the solution [41]. Components of the system such as fluids and solid bodies are defined using
particles. Neighboring particles interact with each other depending on a smoothing length (h).
The communication between the neighboring particles is calculated through a kernel function (W)
which is related to the smoothing length. The interaction occurs in a circular area and the size of the area
associates with the smoothing length. Also, the interaction cannot form out of the area. Depending on
the smoothing length, physical quantities such as location, pressure, density, etc., are determined
via interpolation.

3. Results and Discussion

3.1. General Overview of the Initial and Development Stages of the Experiment

This study was aimed at investigating the flow behaviors for the sequential dam-break problem,
and at testing the SPH-based numerical methods and measurement techniques under these challenging
conditions. The results of using steep slope were interpreted in this section in terms of the flow and
wave characteristics.

A dam-break flood wave was created by the sudden removal of the vertical plate representing the
upstream dam. In the experiments, five successive stages were observed for the sequential dam-break:
(I) propagation of the flood wave in the downstream reservoir, (II) overflow of the flood wave over the
fixed downstream dam, (III) formation of a reflected wave due to a downstream dam, (IV) formation
of run-up at the upstream end, (V) small oscillations in the downstream reservoir until it reaches a
steady-state condition. These experimental results of the sequential dam-break in the inclined channel
are shown in Figures 6 and 7. In Figure 6, the fluid in the upstream dam moves downward with
the instantaneous removal of the gate (t = 0.1–0.3 s). The dam-break flood wave flows rapidly into
the downstream reservoir. Due to the steep bed slope, the upstream reservoir empties very quickly.
The water in the downstream reservoir resists the incoming flood wave. However, as the flood wave
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hits the downstream water, it drives the water volume downstream. Propagation of the upstream fluid,
confluent area, and overflowing on the downstream reservoir are seen easily owing to different colors
(t = 0.4–0.8 s). Also, a plunging wave breaking (t = 0.1–0.2 s) and overflowing on the downstream dam
with sharp-crested weir behavior is observed (t = 0.8 s).
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The formation of the reflected wave and run-up at the upstream end can be seen in Figure 7.
The upstream reservoir drains quickly and the flow rate of the water decreases. As a result, a significant
water surface slope is observed in the downstream reservoir as some water passes over the fixed dam
(t = 1.0s). A negative wave forms and moves upwards due to the pressure difference caused by the
inclination of the water surface. It was observed that the reflected wave runs-up on the bottom of the
upstream channel end; however, with the steep slope, the running up ends in a short time and causes
small waves called oscillations on the water surface while the running wave returns back downward
(t = 1.2–2.6 s). Oscillations in the downstream reservoir begin to disappear over time due to viscosity
and eventually steady-state occurs.
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It was observed that the flow generally showed similar behavior also in previous studies [26–29].
However, two typical patterns as a leap pattern and an overflow pattern were defined depending
on various dam heights and water depths in the reservoir. Also, when the dam-break wave hits the
downstream reservoir located at a certain distance from the upstream reservoir, fluctuations with
violent turbulence and significant air entrainment were observed [27]. In this study, some different flow
properties were observed, such as less fluctuation in the water surface, no obvious turbulence and no
significant air interference. Here, contrary to the mentioned study in which a gravity dam model was
used, a thin plate with negligible thickness was used as a downstream dam. However, these differences
in flow characteristics are due to the distance between reservoirs. Unlike other similar studies, in the
present newly designed and idealized study, two dams with consecutive twin reservoirs without a
gap in between were considered and the dams are filled with water up to crest levels. When there is a
certain distance between the two reservoirs, the flow accelerates with the distance due to the steep
slope. As a result, strong fluctuations, severe turbulence, and air entrainment occur when the wave
encounters water in the downstream reservoir. The adjacent reservoirs in the present study cause less
inertia effect, fewer fluctuations, and no significant air entrainment. It can be said that dam heights,
initial water levels in the reservoirs, the gap distance between the reservoirs, and the bed slope of the
channel are all factors that have a significant effect on the flow behavior.

3.2. Repeatability Test

The reliability of the experimental data was determined by comparing two different experimental
measurements performed under the same conditions. The repeatability analysis was made using the
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data obtained from the P2 probe, since this is the most challenging probe of the setup. The results
obtained from Camera-2 are shown in Figure 8. In the dimensionless plot, ho indicates the initial
water level in the upstream dam, h is the water height at time t, and g is the gravitational acceleration,
equal to 9.81.
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Since the results of the two experiments are in good agreement, it can be said that experimental
conditions and data acquisition methods can be considered repeatable.

3.3. Comparison of Different Camera Results

Experimental results can be used to validate the numerical models for free-surface flows based
on SPH, VOF (Volume of Fluid), or level set methods, etc. Validation includes the comparison
between experimental and numerical results. The capability of the software is interpreted according
to the agreement degree with the test results. Thus, experimental data must be reliable and accurate.
However, laboratory data are obtained using a single camera in many studies. In case a single camera
is used, the accuracy of the data can be tested with repeatability analysis; on the contrary in this study,
results of the same experiment were obtained using two cameras with different resolutions and frame
rates in addition to the repeatability test. In this way, each experiment was investigated using two
different cameras to validate each other. Experimental results, obtained from video images of the two
cameras by using the virtual wave probe, are shown in Figure 9.

Despite some differences for the P2 and P3 results, a quite good agreement is observed for all the
other points in Figure 9. The disagreement is due to the cameras being placed at different heights and
the irregularities in the water level due to the waves breaking at these points. In the present study,
the cameras were placed perpendicular to the channel and the flow behavior observed on the front wall
surface was recorded. However, Camera-1 and Camera-2 were placed at different levels to examine
the effect of the camera elevation as well. The level of Camera-1 was adjusted to the minimum water
elevation, while Camera-2 was a little higher. Images obtained from the two cameras at the same time
are shown in Figure 10. There is a single top level of the water in Figure 10a; however, two top levels
can be seen in Figure 10b. The water–air interface with a distinct color change is defined as an edge in
the edge recognition function. The virtual wave probe detects an edge in the first image and two edges
in the second image. This is a challenging condition for the code used to determine the top level of
the water for each frame. Since the code decides according to the threshold color change in the line
representing the probe at the selected point for each frame, it cannot distinguish the front or rear water
surface in the image and determines the top water level as the main edge although there are two edges.
It can be supposed that this is the main reason of the differences in Figure 8, especially for P3.
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Time-dependent changes in the water level in rectangular cross-section channels for 1D free
surface flows such as dam-break, tsunami, ocean waves can be easily identified on well-acquired
video images by using a virtual wave probe. In this method, the edge recognition function defines
the water–air interface as an edge due to the sharp color change, and the coordinates of this point are
determined to calculate the water depth. Water levels can be determined with the help of recorded
images on the front wall surface. Specifically, when there are obstacles such as a contraction or bridge
pier in the channel, the flow in these regions will be 3D and the water depths will be different along
the width of the channel. For this reason, it is not clear whether the measured water level is on the
front, the middle, or the rear surface of the channel. These effects can be reduced or eliminated by
applying image processing techniques such as filtering, contrast enhancement, and thresholding.
However, these processes require extra effort and there is still the potential for errors in the water level
measurement if the necessary precision is not taken. This problem may also occur due to the camera
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being placed at the wrong height, even if the flow is one dimensional in a rectangular channel as in this
study. Two water levels that are actually the same on the front and rear surface of the flume can be
seen as different depths on the same image due to the high placement of the camera. Therefore, it is
very important to determine the camera height correctly before the experiments in order to obtain
precise measurement results and avoid difficulties later on.

It was concluded that data obtained from image processing through Camera-1 is reliable and
usable to validate the numerical solution. The camera of a smartphone which is available to everyone
at any time can be used for measurement by using image processing, instead of a professional or
industrial camera. Also, both resolutions and frame rates are satisfactory for the present test case;
however, better resolution and higher frame rate may be required if more detailed investigations are
desired, especially for rapidly varying unsteady flows such as dam break, tsunami, wave impact, etc.
Recently, video cameras with 8K (7680 × 4320 pixels) resolution and high frame rates (60 fps) are
becoming more widespread. Although more detailed images can be obtained and more precise
measurements can be made on these images by using these cameras, it should be noted that the analysis
of these video images by using image processing techniques will take longer and more computing
power will be required. The results can be considered independent from the brand of the smartphone.
A camera of any smartphone available on today’s market can obtain accurate and successful results
for image processing owing to the development of smartphone camera technologies based on highly
competitive market conditions.

Researchers need reliable, precise, easily accessible, and applicable measurement methods to
determine the experimental data. The method used in this study requires only a software and a
cell-phone with a camera. Accurate results can be obtained in a short time after the experiment.
Also, the method is non-intrusive; therefore, flow is not affected by a physical measurement tool
intrusion such as wave gauges. However, the measurement technique is suitable for 1D flows in a flume.
In addition, the method makes possible the investigation of the intersection of the immiscible fluids.

3.4. Determination of the Parameters in the SPH Method

The determination of the value of a parameter in the SPH method is significant. The minor
differences in any parameter can change the results dramatically. Also, the optimum value of a
parameter can be different in various cases. Therefore, many parametric analyses were made to obtain
the best results in the numerical method. The distance of the particles (dp) and artificial viscosity
(α) were found to be the most effective parameters influencing the water depth variation according
to parametric analyses. Prior to the laboratory experiment, preliminary numerical analyses were
carried out to obtain optimum dp and α values. The range of values used in the analysis was between
0.001–0.005 for dp and between 0.1–0.01 for α, respectively. Following the preliminary tests, the selected
optimum dp and α values can be seen in Table 2.

Table 2. Parameters of the numeric model.

Parameter Value

Artificial Viscosity 0.05
Courant coefficient 0.2
Coefficient of sound 20

Distance of the particles 0.001 m
DeltaSPH value 0.1
Step Algorithm Symplectic

Kernel Wendland

3.5. Comparison of the Experimental and Numerical Results

Prior to the comparison of experimental and numerical data through water level-time curves,
a visual comparison of the experiment and SPH results corresponding to the same time was made.
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It was aimed to investigate the dam-break flow experimentally and numerically not only with stage
hydrographs but also visually. Figures 11 and 12 show the development of the dam-break flow and the
reflected waves from the fixed downstream dam, respectively.
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Experimental and SPH visuals are generally in agreement (t = 0.1–4 s). Wave fronts propagate
simultaneously at the beginning in Figure 11. However, the agreement decreases as time progresses
and the wave front for the SPH moves faster than the experiment (t = 0.5–0.6 s).

The reflected wave from the downstream dam and run-up are displayed in Figure 12. It can be seen
that the reflected wave is higher and more obvious than the experiment (t = 1.4–1.8 s). Also, the wave
propagates further than the experiment in the SPH and plunging wave breaking is observed in the
run-up (t = 1.6–2.2 s).

The stage hydrographs of the experimental and numerical results are given in Figure 13.
Experimental data obtained from Camera-1 were used for numerical comparison.
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As shown in Figure 13, it can be said that the results show satisfactory agreement generally. In case
of a sudden dam-break, the water in the upstream dam reservoir moves rapidly to the downstream
reservoir. While the water level decreases with the sudden discharge resulting from the dam break
as expected, flattening is observed when the water in the upstream dam reservoir is completely
discharged at the stage hydrograph of the P1 probe. The speed of the wave front is similar for both
methods. Since the plunging wave breaking occurred in the run-up, differences between experimental
and numerical results can be seen at P1 (dimensionless time T = 15–25). The same behavior is observed
at P2 (T = 10–20) as well. P2 and P3 probes are the most critical due to their location. With the arrival
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of the reflected wave at P2 (T = 15) and P3 (T = 13) points, respectively, there is a distinct difference
between the numerical and experimental results. This difference, as can also be seen for t = 1.4–2.0 s in
Figure 3, is due to a plunging type wave breaking during the movement of the reflected wave towards
the upstream end in the numerical model. The agreement decreases with the unsteady conditions
at the initial stages of the experiment (T = 0–20), while it increases with the steady-state conditions.
However, instabilities were observed in the water surface profile while the incoming wave passes over
the fixed dam and the formation of the reflected wave in the SPH model. Therefore, the water level
of the numerical solution is lower than the experimental results for T = 10–30 at P4. This situation
can be seen clearly in Figure 12 for t = 1.0–1.8 s. Also, the SPH model results are a little higher in
the steady phase (T = 30–80) for P2, P3, and P4. Although the SPH model of a previous study [26]
contains a lower fluid particle ratio (fluid particle number per unit fluid volume) than this study,
similar observations can be made for both studies regarding the flow characteristics. It was evaluated
that this result can be useful to decrease the solution time of the analyses using fewer ratios and
considering other parameters. The fluctuations can be clearly observed in the results of the image
processing unlike numerical results between T = 25–80 except P1. Also, the water level curves appear
as a straight line and are not distinctive in the numerical solution at those phases. The mean absolute
percentage error (MAPE) was calculated for all measurement points. The lowest error occurred at P5 as
13.62%, while the maximum error occurred at P2 as 4.37%. In the numerical model, overtopping over
the fixed downstream (P5) was simulated quite well. However, the coherence was less due to the
plunging type wave breaking, which occurs during the passage of the advancing and reflected wave
through point P2.

The highest level of the water during the experiment was observed at the P5 which is the
measurement point at the downstream dam. This is a similar behavior with a previous study with
similar slope and cascaded dam reservoirs [28]. In that study, a distance was left between upstream
and downstream reservoirs unlike the present study; however, the highest water level was observed
before the downstream dam in both studies. The peaks were reported as saw-toothed in the mentioned
study, while they were observed as smooth in this study. It was evaluated that the smoothness means
less fluctuation on the water surface.

Although time step data agree well, the tendency is incompatible between numerical and
experimental results in some phases such as complex flow conditions P2–P4 (T = 10–20), especially due
to wave breaking. In that phase, the water levels have contrary behavior due to the particulate inherent
of the SPH method. This type of result can be seen in the previous studies [42,43]. In the mentioned
studies, some disagreements between experimental and numerical results were observed as well,
especially where the complex flow conditions occur. It was considered that the SPH method is a good
alternative to examine the dam-break flow, however, to reach the more accurate results dp value should
be decreased (i.e., particle number should be increased).

It can be observed that the code is capable of detecting sudden changes in the level, and the image
processing method determines the water level successfully. Although there was no necessity for the
filtration and additional lighting equipment for the image processing application in the present study,
those improvements must be performed to obtain more sensitive and accurate data under unavoidable
circumstances [37]. Also, since the method is non-intrusive, it is highly applicable and useful in the
laboratory conditions.

4. Conclusions

In the present study, the sequential dam-break problem was investigated experimentally and
numerically in a steeply inclined rectangular channel with consecutive twin reservoirs and no gap in
between. While the image processing technique was used to obtain the experimental data, SPH method
was used for the numerical solutions. The agreement of experimental and numerical results is
satisfactory. Furthermore, five successive stages of the flow behavior were observed in the experimental
results: propagation of the dam-break wave in the downstream reservoir, overtopping flow over the
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fixed downstream dam, formation of a reflection wave moving upstream due to the downstream dam,
run-up and run-down of the wave at the upstream end, and oscillations at the water surface of the
downstream reservoir.

Also, the effects of camera resolutions and frame rates on measurement results were investigated
using two different cameras for the dam-break flow, which is one of the most challenging free-surface
problems in the hydraulic field. The experiments were recorded using a professional video camera
and a smartphone camera, thus examining also whether this complex hydraulic problem requires
a high-tech camera to perform image processing analysis. No significant difference was observed
between the results of the two cameras, and it was concluded that accurate measurements can be made
using a smartphone camera instead of a professional camera. Therefore, it can be said that widely used
and easily accessible smartphone cameras can be used as an effective measuring tool for especially 1D
experimental studies of hydraulic problems in a flume such as dam-break, tsunami, coastal waves.
However, in order to make precise measurements on the video images, it is also very important to
determine the camera positions correctly, to find the reference lengths on the image, to make calibrations
to reduce the lens distortion, and to have good ambient lighting before performing the experiments.

Flow behavior for the sequential dam-break problem can differ remarkably depending on the
water levels in the upstream and downstream reservoirs, downstream dam height and the distance
between the two reservoirs and bed slope of the channel. Therefore, considering these effects as a
separate study in the future will contribute significantly to understanding the subject.

The disagreements are seen between SPH and the image processing results in some phases of the
experiment. It was concluded that the particulate nature of the SPH and the absence of turbulence
effects are the main reason of those disagreements. In the SPH model, irregularities were also observed
on the water surface due to plunging type wave breaking. Nonetheless, it was observed that the
agreement increased with the increasing steadiness of the flow and concluded that the SPH method
can be a good alternative to investigate the unsteady free surface flows. The change of parameters
such as artificial viscosity, smoothing length, and particle number of the method have a great effect
on the results. The agreement can be increased by making more sensitive analyses in future studies.
However, it should be evaluated that detailed numerical analyses require more computing power for
CPU and GPU.

The data obtained from the newly designed experimental setup for the sequential dam break
problem can be used as a case study for future studies. Therefore, the authors declare to share all
experimental data with the scientific community for validation purposes.
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