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Abstract

:

Inundation of barrier islands can cause severe morphological changes, from the break-up of islands to sediment accretion. The response will depend on island geometry and hydrodynamic forcing. To explore this dependence, the non-hydrostatic wave model SWASH was used to investigate the relative importance of bedload transport processes, such as transport by mean flow, short- (0.05–1 Hz) and infragravity (0.005–0.05 Hz) waves during barrier island inundation for different island configurations and hydrodynamic conditions. The boundary conditions for the model are based on field observations on a Dutch barrier island. Model results indicate that waves dominate the sediment transport processes from outer surfzone until landwards of the island crest, either by transporting sediment directly or by providing sediment stirring for the mean flow transport. Transport by short waves was continuously landwards directed, while infragravity wave and mean flow transport was seaward or landward directed. Landward of the crest, sediment transport was mostly dominated by the mean flow. It was forced by the water level gradient, which determined the mean flow transport direction and magnitude in the inner surfzone and on the island top. Simulations suggest that short wave and mean flow transport are generally larger on steeper slopes, since wave energy dissipation is less and mean flow velocities are higher. The slope of the island top and the width of the island foremost affect the mean flow transport, while variations in inundation depth will additionally affect transport by short-wave acceleration skewness.
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1. Introduction


The response of barrier islands to overwash (water overtops the beach- or dune crest without directly returning to the sea [1]) and inundation (the area is continuously submerged [2]) differs strongly between islands. It can include erosion such as shoreline retreat and breaching [1,3], the landward migration of islands, also termed “roll-over” [1], and sediment accretion such as gains in subaerial areas [4]. A crucial component that determines the morphological change of barrier islands is the island geometry. Low profile, narrow islands can be found primarily in wave-dominated, microtidal systems (tidal range < 2 m) such as in the Gulf of Mexico (USA). These barriers have a high risk of erosion, roll-over and break-up, since the barrier response to overwash and inundation depends at least partly on dune-elevation and barrier width in addition to hydrodynamic forcing (e.g., [2,5,6]). Generally, barrier island width appears to be a factor that determines subaerial deposition or the landward migration of barrier islands [6]. The wide and high barrier islands in mixed energy systems (tidal range 2–4 m), such as in the Wadden Sea, which is fronting Denmark, Germany, and the Netherlands, have the potential to accrete sediment [7]. Observations in the Netherlands on part of a barrier island with a width of ∼1.3 km, which is subjected to winter cold fronts and regular inundation, suggested that the subaerial part of the study area accreted sediment [7,8]. Additional observations of hydrodynamics and suspended sediment concentrations at the beach crest related this to landward transport. From these observations, Engelstad et al. [7] defined two transport regimes for the Dutch barrier island. If flow velocities were high (>0.5 m/s), which was frequently the case before high tide when water levels at the island crest exceeded the water levels in the basin, the transport was dominated by the flow. When flow velocities were low, the sediment suspension and transport was episodic on an infragravity time-scale. It is, however, unknown what the sediment transport processes were seaward of the crest or how stirring and transport by waves and currents would differ on a steeper bed slope. Additionally, the question remained if the observed suspension on infragravity (IG) time scales was primarily caused by the IG waves themselves, or by larger short waves riding the crests of IG waves. Sediment transport can also be influenced by the gradient in water levels between ocean and back barrier basin (lagoon). It has been shown to greatly affect magnitude and direction of sediment transport on barrier islands in the Gulf of Mexico and in the Wadden Sea [7,9,10,11,12].



The relative contribution of IG waves, short waves and mean flow to the net sediment transport will at least partly depend on the bed slope steepness, since it affects the wave shape and energy dissipation [13,14]. For a closed beach system, De Bakker et al. [15] showed that IG sediment transport and direction is dependent on the beach slope steepness. In the inner surf zone, IG transport was onshore directed for a steeper slope (1:35) where it contributed less than 20% to the total cross-shore sand flux, and seaward directed for a gentle slope (1:80) with a contribution of up to 60%. Furthermore, studies suggest that the wave field on steep slopes close to shore is dominated by short wave (0.05–1 Hz) motion, while on gentle slopes IG waves are dominant (e.g., [16,17,18]). However, these processes might differ in an open boundary system as during inundation.



In the last several years, design criteria for barrier island restoration have been developed. Considerations include the island width, height and the potential for the consolidation of sediment, as well as the storm forcing [6,19,20]. For example, on Assateague Island, Maryland, USA, island elevation and stability were increased by cutting notches through the foredunes [20], which allowed overwash to deposit sand in the interior of the island. In the Netherlands, efforts to mitigate the effects of the expected sea level rise are on the way. Large parts of the barrier coastline are now protected by artificial sand drift dikes, which prevent landward migration and the accumulation of sediment landwards of the dikes. Hence, the partial reopening of dunes and dikes is considered, to allow natural dynamics such as overwash and inundation. A better understanding of the effect that island geometries and hydrodynamic forcing have on sediment transport will optimize design criteria for restoration efforts.



The goal of this study is to improve our knowledge of sediment stirring and transport processes from the outer surfzone to the back barrier basin during barrier island inundation and the effect that island slopes and hydrodynamic forcing have on these processes. For this, the numerical model SWASH (Simulating WAves till SHore) [21] was used under variations in island geometries and hydrodynamic forcing conditions. SWASH is a phase resolving, nonhydrostatic wave-model, which has been shown to successfully hindcast field and laboratory conditions [18,22,23,24,25]. The boundary conditions, such as wave heights and water levels, were based on observations [7] to allow insight into Wadden Sea processes, while modifications represent extremes and can be also applied to other systems. SWASH is described in Section 2, and a validation of the model with observations [7] can be found in Appendix A. The sediment transport model, data analysis and experiments will also be introduced in Section 2. Results for a comparison of sediment transport mechanism between a 1:30 and a 1:120 slope will be shown in Section 3, in addition to results for changes in the hydrodynamic forcing. The implications of our results will be discussed in Section 4, and we will summarize the findings in Section 5.




2. Methods


2.1. Model Description


In order to accurately model the hydrodynamics during inundation and to include wave-shape effects in the investigation of sediment transport processes, the model approach was two-fold. The phase resolving, nonhydrostatic wave-model SWASH [21] was used to simulate the hydrodynamics (see Section 2.1.1), since field observations showed that IG and short waves were highly nonlinear and broke on the submerged island during inundation [8]. Additionally, IG bores propagated onshore and high sediment suspension was observed on IG time-scales, highlighting the possible importance of IG waves in sediment suspension and transport [7]. SWASH has been shown to accurately hindcast hydrodynamic bulk properties, such as wave heights and periods, and detailed nonlinear interactions in the laboratory [18,22,23] as well as being able to represent conditions found in the field [24,25]. For this study, the boundary conditions are primarily based on field observations collected in 2017 [7] to give insight into sediment transport processes during the inundation of barrier islands in the Wadden Sea region, and how these processes change with a change in forcing and island geometry. This in turn reflects also on conditions in other systems.



2D simulations in SWASH are very time-consuming, and since we want to use the model in an exploratory way (by exploring the differences in island geometry and hydrodynamic forcing on wave and current stirring and transport), we used SWASH in 1D mode. While this allowed us to run comparisons in a timely manner, it had the drawback of leading to an overestimation in IG wave heights of roughly 100% when compared to observations (see Appendix A). This overestimation of IG wave energy by SWASH, also observed by e.g., De Bakker et al. [14], Fiedler et al. [25], and Rijnsdorp et al. [26], is caused by the fact that directional spreading cannot be included in 1D mode, leading to an overestimation for waves in the low-frequency range [27]. While IG energy will be overestimated for all experiments, the effect of island geometry and hydrodynamic forcing on IG wave stirring and transport can still be estimated. We will, however, avoid comparing transport processes, such as IG and short wave transport, with each other in an absolute sense.



Next, in the model approach, an energetics based bedload sediment transport model [28,29] was used (described in Section 2.1.2) to estimate stirring and transport by mean flow and waves. To simplify the analysis, we assume that wave and current processes have the same (relative) importance for suspended load as for bedload processes, since both are a function of flow velocity (to the power of 3 for bed load and to the power of 4 for suspended load, Bailard [29]), and so here we only consider the time-averaged cross-shore bedload transport and ignore suspended-load and gravity-driven transport. This then also ignores any effects of phase lags between the suspended sediment concentrations and the velocity field. The effect of wave asymmetry was added by using the formulation of Drake and Calantoni [30] and Hoefel and Elgar [31] which estimates the effect of acceleration skewness through the bedload.



2.1.1. Hydrodynamic Model—SWASH


SWASH is based on the nonlinear shallow water equations, which describe the conservation of mass and the momentum balance, and accounts for non-hydrostatic pressure. For a full model description, see Zijlema et al. [21]. Since in this study SWASH is used in the cross-shore (unidirectional) mode, the governing equations are


∂u∂t+∂u2∂x+∂wu∂z=−1ρ∂(ph+pnh)∂x+∂τxz∂z+∂τxx∂x,



(1)






∂w∂t+∂uw∂x+∂w2∂z=−1ρ∂(pnh)∂z+∂τzz∂z+∂τzx∂x,



(2)






∂u∂x+∂w∂z=0,



(3)




where u(x,z,t) and w(x,z,t) are the horizontal and vertical velocities, respectively. ρ is the fluid density, ph and pnh are the hydrostatic and non-hydrostatic pressure contributions and τ describes the turbulent stresses. The evolution of the free surface ζ is given by


∂ζ∂t+∂∂x∫−dζudz=0,



(4)




where z=−d indicates the bottom. The bottom friction term τb, used at the bottom boundary, is based on the quadratic friction law


τb=cfU|U|h,



(5)




where U is the depth averaged velocity and h is the water depth. The bed friction coefficient, cf, is calculated as


cf=n2gh13,



(6)




where g is acceleration due to gravity. Here, the Manning’s roughness coefficient, n, was set to its default of 0.019. Vertical mixing was included to increase the stability of the model by setting the vertical viscosity to 3×10−4 m2/s. Horizontal turbulent mixing was ignored. The vertical resolution for the model runs was set to two vertical layers. Therefore, dissipation by wave breaking was captured with the hydrostatic front approximation, HFA, which imposes a hydrostatic pressure distribution at the wave front and initiates wave breaking [32]. The steepness criterion for the rate of surface rise to initiate wave breaking, α, was set to 0.6 and the criterion for the persistence of wave breaking, β, was set to 0.3 for the experiments (following the recommendations by Smit et al. [32] for two layers), and varied in the model-data comparison (see Appendix A.1). The stability of the computations was assured by setting the time-step, based on the Courant number, to 0.0125 s for all runs. Simulations were run over 2 h to allow for sufficient spin-up time over the large domain (described below), and bulk parameters were averaged over the last hour. At the ocean side, the boundary type was chosen to be weakly reflective, while at the basin side a 500 m sponge layer was used to avoid wave reflection. Further model implementations, the model domain, and the boundary conditions are described in detail in Section 2.2.




2.1.2. Sediment Transport Model


We used the modification by Drake and Calantoni [30] of Bailard’s (1981) bed load sediment transport equation for the sediment transport model. The mass sediment bedload transport per unit width and per unit time, q, is given as


qb=Kb(<|u(t)|2u(t)>),



(7)




where the brackets denote time averages and


Kb=ρsg(ρs−ρw)ρwcfϵbtan(ϕ).



(8)




ρs and ρw are the densities of sand and water, respectively, and are here taken as 2650 kg/m3 and 1025 kg/m3. The efficiency factor ϵb is set to 1.03 following Drake and Calantoni [30]. This factor is larger than ϵb = 0.135, which was used by Thornton et al. [33] and Gallagher et al. [34], and the difference between these factors will be discussed in Section 4.3. The angle of internal friction for sand grains, tan(ϕ), is set to 0.63 [33]. While most studies set cf=0.003 [30,33,34], we used Equation (6) to account for the effect of varying depths in bathymetry.



The instantaneous cross-shore velocity u(t) is the sum of mean flow u¯ and oscillating components


u(t)=u¯+uig(t)+ushort(t),



(9)




where uig(t) and ushort(t) are the IG (0.005–0.05 Hz) and short wave (0.05–1 Hz) contributions, respectively. The velocity moments in Equation (7) can be expressed as


<|u|2u>=<|(u¯+uig+ushort)|2(u¯+uig+ushort)>.



(10)




The expansion of Equation (10) yields


<|u|2u>=u¯3(1)+3u¯<uig2>(2)+<uiguig2>(3)  +3<ushortuig2>(4)+3u¯<ushort2>(5) +3<uigushort2>(6)+<ushortushort2>(7),



(11)




where we omitted terms that do not contribute to sediment transport such as, for example, 3<ushortu¯2> (since the mean of the oscillatory motion ushort is zero). The numbers in round brackets given in Equation (11) are given for the following reference. Term (1) on the right side of the equation describes transport and stirring by the mean flow. Terms (2)–(4) represent sediment stirring by infragravity waves and transport by the mean flow (2), IG- (3), and short waves (4). Furthermore, terms (5)–(7) describe transport which is stirred by short waves and, again, transported by the mean flow (5), IG- (6) and short waves (7). In this way, cubed terms for the short and IG waves represent transport by wave skewness. Then,


qmean=Kb(u¯3+3u¯<uig2>+3u¯<ushort2>),



(12)






qshort=Kb(3<ushortuig2>+<ushort3>),



(13)






qig=Kb(<uig3>+3<uigushort2>),



(14)




where qmean is the total bedload transport by the mean flow, qshort is the total bedload transport due to short waves and qig is the total bedload transport by IG waves.



The change in wave shape, as described by wave skewness (long elongated troughs and narrow steep wave crests) and wave asymmetry (steep wave fronts), was quantified as


Sk=<η3><η2>32,



(15)






As=<(hil(η))3><η2>32,



(16)




where Sk describes wave skewness and As wave asymmetry, while hil is the Hilbert transform. Velocity skewness and asymmetry can be estimated in the same manner, by replacing η with u. To estimate the effect of short-wave acceleration skewness on sediment transport (IG-wave acceleration skewness is small and therefore ignored here), we used the formulations of Drake and Calantoni [30] and Hoefel and Elgar [31]:


qshortA=Ka(aspike−sgn(aspike)acrit)for|aspike|≥acrit



(17)




and


qshortA=0for|aspike|<acrit,



(18)




where the fluid-motion descriptor aspike [30] is calculated as


aspike=<a(t)3><a(t)2>.



(19)




a(t) is the magnitude of the instantaneous fluid acceleration, sgn(aspike) is the sign of the acceleration skewness which can be positive or negative, and acrit is the critical threshold for the transport initiation. Drake and Calantoni [30] found best results for Ka=0.07×10−4 kg s m−2 and acrit=1 m s−2 from highly idealized discrete-particle simulations, while for field data Hoefel and Elgar [31] found Ka=0.37 kg s m−2 and acrit=0.2 m s−2, which are used here. Hoefel and Elgar [31] attributed the difference between their values and those found by Drake and Calantoni [30] to random waves, breaking induced turbulence and variations in grain size shapes and sizes. We will discuss the variability in results caused by variations in Ka in Section 4.3.





2.2. Model Implementations and Experiment Set-Up


In the following, the implementations of the boundary conditions for the model runs and the experiment set-up are described. A model-data comparison was done and can be found in the Appendix. The model-data comparison was made more difficult by our choice of using the 1D version of the model, by local wave generation (which is not included in the model), and by strong alongshore components of the flow. In addition, the offshore wave direction was obliquely incident (θ was between 307 and 335 degrees) at the field site which was oriented −10 degrees from true East. However, results showed high model skill and r2 values for short wave heights, water levels, and flow velocities on the submerged island (observations further seawards were not available). In addition, the model was able to hindcast the water levels variations caused by the tidal cycle and elevated water levels in the Wadden Sea.



2.2.1. Field Observations


Field observations were used to validate the SWASH model (see Appendix A for the model-data comparison) and as boundary conditions for the experiments. These observations were collected during several inundation events on the barrier island Schiermonnikoog (Figure 1), Netherlands, during the winter of 2016/2017 (for details on data collection and analysis, see [7]).



The field area was located on the island tail which is approximately alongshore uniform and low-lying. The height of the island crest, which was the highest point in the profile (Figure 2a), increased from ∼1.7 m to 1.8 m above mean sea level (MSL) during the observational period. The beach slope between 0 m MSL and the island crest changed from 1:80 (initial) to 1:160 (final) as the island crest transitioned landward during the field campaign. Data were collected by an instrument transect that was positioned approximately cross-shore from the North Sea side to the backbarrier basin (Wadden Sea) (Figure 2a).



The instruments consisted of six standalone pressure sensors and an instrument frame, which was equipped with a sideways oriented Sontek Acoustic Doppler Velocimeter Ocean (ADVO) probe to measure flow velocities and a Pressure Transducer (PT). Offshore wave heights and periods were measured hourly by a wave buoy (Schiermonnikoog Noord) located at a water depth of ∼20 m approximately 15 km northwest of our field area. Water levels offshore were recorded every 10 min at a tidal station (Huibertgat) in ∼5 m depth, approximately 6 km to the North-East, while water levels in the Wadden Sea were collected by the tidal station Schiermonnikoog located ∼10 km to the West.




2.2.2. Boundary Conditions


Wave and water level boundary conditions on the ocean side were implemented with observations from the offshore stations (Figure 1) as follows. First, wave heights and periods (Table A1) were used to run the model from 20 m to 12 m water depth on a 2 m horizontal grid (Figure 2b) with a JONSWAP spectrum to which a second order bound long wave was added. Second, the simulated water-level time series in 12 m water depth were used as ocean side boundary conditions for consecutive model runs on a 0.5 m horizontal grid, since we prescribed water-level time series at the basin side (described below).



Observations showed that mean water levels in the Wadden Sea were oftentimes higher than in the North Sea during inundation events [7,8] even before high tide, leading to the complete inundation of the field area. This means that, in order to adequately model the inundation of barrier islands in the Wadden Sea, water level gradients need to be included in model runs. To be able do this in SWASH, the water level in the basin was prescribed as a time-series at the basin boundary. Since we only simulated snapshots in time, this “time-series” was in reality only a repeated value, which was the difference in mean water levels between North and Wadden Sea (as an addition to the implemented still water level). The input file for the basin boundary was created so that it matched the input (water-level time series) file at the ocean side for which the frequency was 0.1 s over a period of 2 h (to allow for enough spin-up time and propagation through the domain). For example, if the mean water level in the Wadden Sea was 0.15 m higher than in the North Sea, the input file at the basin boundary consisted of 72,000 values containing the number 0.15, which the model then added to the still water level at the basin boundary.




2.2.3. Introduction of Scenarios for SWASH Computations


For the experiments, first a reference case was chosen which was run on a variation of bed slopes to investigate the effect of island geometry on sediment suspension and transport. Then, the influence of hydrodynamic forcing and inundation depths on the transport processes were explored. The details are outlined below.



As the reference case for the simulations, we chose the most energetic inundation event observed with significant wave height Hs = 7.45 m and peak period Tp = 10.1 s (case R, Table A1), since it was identified as a flow driven event before high tide [7]. The water level at the ocean side was chosen as 2.5 m, which was the water level at high tide and is an upper bound. The water in the basin was chosen to be 0.15 m higher than on the ocean side (2.65 m). This represents a somewhat conservative value for the basin, since water levels were observed to be on average 0.19 m higher in the Wadden Sea than in the North Sea during the two hours before high tide. The model was run on a simplified bottom profile (Figure 3) with a 1:120 slope seaward of the island crest, defined as gentle slope, and a very lightly (∼1:2000) down-sloping island top landward of the island crest. The choice of a 1:120 seaward slope was made as an average lower bound for slope steepness on barrier islands in the Netherlands as it was measured at the field site [7,8], while the landward sloping island top was typical at the field location (Figure 3).



In order to evaluate the effects of slope steepness on sediment stirring and transport, the seaward slope was first changed to 1:30 as an upper bound for beach steepness in the Netherlands (for example, the beach slope at Egmond aan Zee, the Netherlands, ranges between 1:20 and 1:40, [14]), while all other parameters were kept the same (case S1, Table 1). Second, the slope steepness was again set to 1:120 while the island was changed from a down-sloping island top to a straight top (no tilt), to estimate the effect of island geometry (case S2, Table 1).



Observations showed that the sediment transport after high tide oftentimes developed into an episodic regime during which sediment suspension and transport was observed on infragravity wave time scales, due to a further increase in water levels in the Wadden Sea which decreased flow velocities. To investigate this, the reference case R was compared to conditions with a basin water level which is 0.55 m higher than the water level on the ocean side (case R55, all other parameters being the same as R). This value was the maximum observed difference between North and Wadden Sea and is here used as an upper bound.



The significance of the wave forcing was evaluated by comparing R to wave conditions observed during the inundation with the lowest measured wave heights (Hs = 4.55, Tp = 7.2 s, case H, Table 1 and Table A1). All other parameters were kept the same as for R so that sediment transport under variations in wave forcing could be evaluated independent of water levels or gradients therein. In addition, note that while on average offshore wave heights and water levels in the basin increase with storm size in the North Sea [12], larger waves do not necessarily coincide with stronger gradients (compare flooding 1 and flooding 2 in Table A1). H was, like R, compared to the maximum water level in the basin (case H55) to investigate the difference in moderate and strong wave forcing on the local water level gradient. Finally, the water level on the ocean side was lowered by 0.5 m in case L, but otherwise parameters were kept the same as for R, to explore the influence of inundation depth on sediment suspension and transport. Shallow inundation depths occur either during the tidal cycle or if the storm surge level is lower.






3. Results


3.1. Reference Case


For an easier comparison of variations in slope steepness, all experiments will be presented on a “normalized” grid, xx, for which output locations are chosen to be at the same depth with respect to mean sea level (MSL). The exception is S2 for which the water depth stays the same after the crest. For example, xx=0 corresponds to z = −12 m (MSL) and xx=1, the location of the crest, is at 1.8 m. For S2, this height will stay constant, while for all other slopes the island height drops to 1 m (xx=3.7). After the crest xx has the same distance from the crest for all cases, see also (Figure 3).



The transport processes differed considerably from the outer surf zone (starting at xx=0 in a water depth of ∼14 m) to the back barrier basin (xx=3.7, water depth = 1.7 m) for reference case R (Figure 4a). On the outer slope, the consistently landward directed transport by short wave skewness qshort and asymmetry qshortA was opposed by the seaward directed mean flow qmean and infragravity wave transport qig. However, landwards of xx=0.75 in a water depth of ∼3.5 m all transport was onshore directed. The transport terms will be discussed in detail below. Due to the uncertainty in coefficients and the overestimation of IG waves, we will not discuss absolute values and focus in the remainder of this manuscript on changes and comparisons in a relative sense.



The term qshort increased from the start of the slope (xx=0) to a maximum on the outer slope (Figure 4a) at the onset of wave breaking in a water depth of 9.8 m, corresponding to the shoaling of short waves (Figure 5d) which caused an increase in wave skewness (Figure 6a). Due to wave breaking, qshort was significantly smaller at the crest and close to zero after it (xx=1.5). qshort was mostly stirred by the short waves themselves (Figure 7b), with the exception of a small contribution to the stirring by IG waves (max ∼30% of total short wave transport after the crest when short wave stirring is small, not shown).



Transport due to short-wave acceleration skewness qshortA developed on the outer slope (∼xx=0.5), caused by an increase in velocity asymmetry (Figure 6b). While short-wave height at the crest is only about 1/10 of the outer surfzone values, short-wave asymmetry is at a maximum (Figure 6b) due to the limited water depths over the crest. Since accelerations are largest under the steep wave crest where orbital velocities are onshore directed, the net transport by acceleration skewness will be onshore directed [31]. qshortA exceeded qshort at the crest by far, which could at least partly depend on our choice of parameters. However, the trend is consistent with the change in wave shape, which showed a decline in short wave skewness and the before mentioned maximum in asymmetry at the crest (Figure 6a,b).



The term qig was offshore directed on the outer slope (Figure 4), and onshore thereafter (∼xx=0.5). The maximum of the seaward directed qig was located almost at the same location as the maximum for qshort (xx∼0.3) and was caused by the more intense short-wave stirring at this location (Figure 7b). qig decreased around the crest, probably because of a decrease in short wave stirring. The change in transport direction for qig suggests that in the shoaling zone, where IG waves are bound to the wave group, the larger short waves coincide with the seaward stroke of the IG waves (e.g., [15,35]). After the bound IG wave is released during short wave breaking, the larger short waves coincide with the positive stroke of the IG waves, which is probably caused by depth modulation of the infragravity waves [15,36,37]. The large reduction in IG wave heights of ∼60% between the maximum qig on the seaward slope and values at the crest suggests IG wave breaking as indicated by e.g., Van Dongeren et al. [13] and De Bakker et al. [14], but could also have been at least partly caused by bed friction or nonlinear energy transfers from IG- to short waves. Estimates of IG wave dissipation during inundation—based on earlier field experiments [8]—suggested that IG wave breaking before the crest was roughly 2–9 times higher than IG wave dissipation by bed friction, depending on the water depth. The contribution of IG wave stirring to qig is close to zero (Figure 7b), since IG waves skewness is small (Figure 6c), even though asymmetry is high (Figure 6d).



The term qmean was largest around the crest and was reduced to ∼25% of the crest value at the basin side. While flow velocities were highest after the crest (xx∼1.5), the maximum in qmean at the crest was caused by short and IG wave stirring (Figure 7a) which continued to be an important contributor even after the crest. As mentioned before, qmean changed direction from seaward (where it was solely stirred by short waves) to landward directed about mid-surfzone at xx=0.75. On a closed beach, the mean seaward directed flow (undertow) is generated to balance the landwards directed mass flux under the breaking wave crests. Symonds et al. [38] found for a reef situation (which is similar to inundation on a barrier island in that the landward boundary is open) that the radiation stress gradient, caused by the breaking waves, is partitioned between setting up the water level and driving a cross-shore flow. Here, it appears that the (small) offshore directed flow is a result of the strongest short wave breaking in the outer surfzone which created a steep seaward directed pressure gradient and forced the seaward flow. After the crest, wave breaking ceased and the flow was forced by the landward directed pressure gradient (Figure 5b).



Stirring for qmean before the crest is exclusively provided by short and IG waves and continued to be relevant even after the crest (Figure 7a), since wave energy was not completely dissipated (Figure 5c,d,e). Even though IG wave stirring is surely overestimated, these results agree with observations for which increases in sediment suspension on IG time scales was observed [7].




3.2. Slope Comparisons


The comparison of reference case R with S1 (slope of 1:30, everything else being the same as R), suggests that transport is generally higher for the steeper slope. The maximum for qshort on S1 was located more shorewards in a water depth that was approximately 3 m lower than for R. qshort was about 30% higher for the steeper slope compared to the gentle slope due to higher short waves (Figure 5d). On the crest, however, where short waves on the steep slope were almost twice as high as on the gentle slope (1 m compared to 0.6 m), qshort was about 3 times as high for S1 as it was for R. This is reflected in the higher stirring for the short wave transport (Figure 7b,d) which is again almost entirely forced by the short waves (the very small contribution of IG wave stirring is not shown). The difference in transport and stirring for qshort can be explained by the effect of slope steepness on wave transformation, as was shown in previous studies (e.g., [39]). Since on a steeper slope less wave energy will be dissipated (Figure 5d), short-wave heights were much larger for S1. Lower skewness and higher asymmetry for S1 values suggest (Figure 6a,b) that, while short waves dissipated less energy, they were more pitched forward. This is reflected in qshortA, which is about 4–5 times higher on the steep slope compared to the gentle slope (Figure 4b). Generally, the results suggest that short waves transport more sediment from the surfzone over the crest onto the island top for steeper slopes.



The evolution of qig was obviously different between the slopes. While on the gentle slope qig is landward directed from ∼xx=0.5 (Figure 4), on the steeper slope, most of the transport in the inner surfzone and at the crest was seaward directed. The seaward directed qig, stirred by IG waves, at the S1 crest contrasted with R (Figure 7d), which was close to zero. At the same location, landward directed qig stirred by short waves was predicted to be about three times higher than for R. The difference in qig between R and S1, again, was caused by the difference in wave transformation on the gentle and the steep slope. IG waves grew more on the gentler outer seaward slope compared to the steeper slope, probably because energy transfers between IG waves lead to a steepening of these waves followed by wave breaking [18]. Furthermore, IG waves apparently broke only right before the crest on the steeper slope and were higher by roughly 10% at the crest than IG waves on R. For S1, strong (−0.8) negative IG wave skewness (Figure 6c) was predicted at the crest, which indicates that IG waves had broader, shallower crests and steeper narrower troughs. During negative IG wave skewness, the seaward stroke velocity is faster than during the landward stroke, which might explain the seaward contribution of IG suspended qig transport. Butt and Russell [40] found negative skewness in the swash during high energy conditions and related potentially offshore directed transport to it. Negative IG wave skewness was also predicted for R around the crest (albeit close to zero) and was observed for field measurements (Figure A1). The landward directed component of short wave suspended qig can, again, be related to higher short waves suspending more sediment during the landward stroke of IG waves.



Prediction for the seaward directed mean flow transport qmean in the outer surfzone were similar for R and S1 (compare Figure 4a and Figure 4b), but the landward qmean increased at a higher rate for S1 and was more than double at the crest and on the island top. Since flow velocities were the same on the slope, the higher values before and at the crest can be foremost attributed to increased IG and short wave stirring (Figure 7c) caused by the larger wave heights (especially for IG waves, Figure 5c,d). Higher qmean for S1 on the island top is forced by continuous wave breaking over the crest, which moved the location of maximum set-up for S1 landwards to around xx=1.25 and increased it roughly 25 % compared to R. Furthermore, mean velocities were ∼30% higher after the crest. In general, mean flow velocities in an open boundary system are forced by breaking waves and pressure gradients. The similar mean flow velocities before and at the crest might have been a result of a balance between the seaward directed pressure gradient which was steeper for S1, inducing a stronger seaward flow component for S1, and higher onshore velocities induced by wave breaking.



In comparison, qmean on S2 (with a straight island top instead of a downward slope) was predicted as only ∼60% of R at the crest, but ∼130% of R at the basin side (Figure 4a,c). This coincided with smaller mean flow velocities at and after the crest as for R; however, velocities increased from crest to back barrier basin for S2, while they decreased for R. These differences were likely caused by the relative higher decrease in water depth towards the basin (since the elevation of the top stayed the same) compared to R, which forced flow velocity to increase to conserve discharge. Since the mean flow was increasing toward the basin side, this suggests that more sediment will be transported into the basin compared to a sloping top. In return, this would indicate that, under the same wave forcing and beach slope steepness, more sediment can be accreted on the island for steeper sloping island tops.



Results suggest that waves directly dominate the sediment transport processes before and at the crest through transport and by providing the necessary stirring for qmean. On the island top, the transport is dominated by the mean flow which is forced by the pressure gradient. In addition, variations in transport can be introduced by island geometry, such as stronger dissipation on a gentler slope compared to a steeper slope and a decrease in the landward transport for down-sloping island tops through the increase in water depth which reduces flow velocities.




3.3. Variations in Hydrodynamic Forcing and Inundation Depths


Section 3.2 discussed the predicted differences in sediment transport under different island geometries. In the following, the influence of hydrodynamic forcing will be explored.



Not surprisingly, when offshore wave heights were reduced by 60% of R values (case H), it caused an overall decrease in transport compared to R (compare Figure 8a and Figure 8b). While qig, qshortA, and qshort for H were roughly 1/3 to 1/2 of R values, qmean was severely reduced to about 1/6 of R. The smaller set-up for H (Figure 9a), due to the smaller wave forcing, balanced the water levels in the back barrier basin. Therefore, forcing by the pressure gradient on the landward side was missing and transport was small, since flow velocities were close to zero (0.05 m/s, Figure 9b). Furthermore, the maximum seaward transport on the slope exceeded the maximum landward directed transport (Figure 8b), due to slightly higher flow velocities (−0.08 m/s) and more intense short wave stirring on the slope compared to the crest (not shown). Stirring for qmean was only provided by IG and short waves since the flow velocity was close to zero (not shown). Generally, transport for H on the slope was initiated higher up on the slope than for R, due to the lower wave height over depth ratio which caused a later onset of wave nonlinearities.



To explore the balance between wave-induced set-up and higher water levels in the back barrier basin further (and its impact on sediment transport), water levels in the back barrier basin were increased for R and H so that they were 0.55 m higher than on the ocean side (cases R55 and H55). The increase in water levels for case R55 affected mostly qmean and caused it to be seaward directed between the outer surfzone and ∼xx=1.25. Maximum seaward directed qmean values were almost twice as high for R55 as for R (compare Figure 8a and Figure 8c) in the outer surfzone. Wave set-up did not exceed the higher water levels in the basin and was a couple of centimeters smaller so that the water level gradient was offshore directed (Figure 9a), even though the flow did not reverse to a seaward direction landwards of the crest and was close to zero (Figure 9b). The small landward directed mean flow velocity was probably forced by the skewed orbital motions, while the IG radiation stress gradient might have contributed. qmean completely reversed to a seaward direction for lower wave heights, as can be seen for H55 (Figure 8d). Here, the wave set-up was too small (Figure 9a) to oppose the higher water levels in the basin and a continuous seaward directed water level gradient was created, driving strong seaward flow throughout the domain.



Model predictions suggest that a critical threshold exists between water level set-up and higher basin levels which determines the mean-flow transport direction, and this threshold depends on the offshore wave forcing. This is in agreement with observations and model results of cross-shore flow velocities during inundation [8,12]. Clearly, in situations when the water level in the basin is lower than in the ocean, as can be observed at times during the rising tide in the Netherlands due to a phase lag between ocean and basin, qmean will always be landwards directed (as was observed).



What is striking is that qshortA was reduced by approximately 35% for H55 on the crest in comparison to H (compare Figure 8b and Figure 8d), while it is only reduced by ∼10% for R55. This is in line with a reduction in short wave asymmetry which was ∼−1.2 and −0.8 for H and H55, while, for R and R55 wave heights, asymmetries were −1.5 and −1.3, respectively. This difference in wave shape transformation might be explained by the water depth to wave height ratio, since set-up was greater for the higher wave case.



Generally, lowering the ocean side water level (case L) while keeping the basin side level 0.15 m higher in the basin, also shows an overall increase in qshortA (Figure 10) which is roughly 30% higher at the crest than R. Here, short wave height asymmetries were as high as 2.1 (not shown). In addition to qshortA, qmean also increased for lower inundation depths (25% higher at the crest). The increase in seaward directed qmean before the crest was forced by slightly higher seaward directed velocities (Figure 11b). While the set-up for L was higher (Figure 11a) due to the lower water depth, velocities on the island top were only slightly larger than for R and smaller at the crest. The ∼20% higher qmean for L was caused by an increase in IG stirring (not shown), which could have been forced by slightly higher wave skewness at the crest (0.06 for R and 0.12 for L) or by a higher radiation stress gradient, since IG wave heights were slightly lower for L. qmean stirred by short wave on the other hand was slightly lower after the crest, since wave heights for L were close to zero due to the low inundation depths (∼0.8 m at the crest).





4. Discussion


4.1. Role of Waves and Mean Flow throughout the Domain


Model results suggest that stirring and transport by short waves is most important on the outer slope, after which qshort decreases significantly. On the other hand, qshortA usually increases from the outer slope and is maximum at the crest. While most terms increase with an increase in slope steepness, qig varies most in magnitude and direction. The switch from a seaward to a landward transport direction between outer to inner surfzone had been noted before by De Bakker et al. [15] for short-wave stirred IG transport on a closed beach. The seaward directed qig at the crest of the steep slope is likely an effect of the negative IG wave skewness, which is much higher on the steeper slope. While negative skewness was observed by others and appears to be related to potential offshore IG transport [40,41], the nonlinear processes which are causing it and their slope dependence need to be further investigated. While in most cases, these processes will generally be rather small compared to qmean and qshortA (especially in light of the IG wave overprediction), negative IG skewness might determine the net seaward or landward transport direction when mean flow velocities are small, such as for R55.



Engelstad et al. [7] found two transport regimes at their field site, located at the island crest of a barrier island in the North Sea: a flow driven regime during high flow velocities (>0.5 m/s), and an episodic regime for low flow velocities, where sediment suspension and suspended transport was observed on an IG wave time scale. Results suggest that this finding might be generally applied, since the mean-flow rarely stirs sediment if it is <0.5 m/s (compare Figure 2 and Figure 5), and most of the stirring is provided by IG and short waves. The difference in the velocity threshold for the slopes is caused by the fact that waves dissipate less energy on the steeper slope and continue to provide much of the stirring for qmean after the crest. While it was unclear in that study if the observed high values of suspended sediment under IG waves were caused by the IG waves themselves or forced by larger short waves riding the crest of IG waves, model results suggest that IG wave stirring is important, especially landwards of the crest when most of the short wave energy has dissipated.




4.2. Implications for Barrier Islands


The wave climate, tidal- and storm forcing, and island geometry vary for locations. In the North Sea region, winter storms regularly cause elevated water levels in the Wadden Sea. Observations, however, showed that seaward flow and sediment transport on the island top was small [7,8], since wave heights were large enough to create significant wave set-up opposing the seaward directed large scale water level gradients. This was also reflected in model results where large wave heights were able to prevent the flow reversal on the island top, even though the magnitude of the seaward directed water level gradient was the highest measured (0.55 m) during the observational period (see, e.g., R and R55 in Figure 9). In a system with smaller wave heights such as in the Gulf of Mexico during cold fronts, tropical storms or even weak hurricanes where offshore wave heights rarely exceed 4 m [19], wave set-up will be rather small (Figure 9). This will generally decrease deposition on the island top, but also in the basin. However, if the water level in the basin is large enough, such as during the surge-ebb caused by passing hurricanes, erosion of the island top and seaward deposition will occur (see H and H55 in Figure 8), as predicted and observed by Sherwood et al. [9], Harter and Figlus [10], Goff et al. [42]. This suggests that islands that are exposed to small wave forcing, and large seaward directed water level gradients will be more vulnerable to erosion.



Generally, the results imply that, while the cross-shore geometry is important for the island response to inundation, considerations for the restoration of barrier island and overwash processes need to consider the local wave climate and surge levels in the back barrier basin as well.




4.3. Model Performance and Sensitivity of Results to Model Implementations


The model captured observed changes in water levels and short wave heights well (for a detailed model-data comparison, see Appendix A), but flow velocities were underpredicted while infragravity wave heights were overpredicted. Furthermore, asymmetry and skewness were not captured well, which can be foremost ascribed to the comparison of field data with the 1D mode of SWASH. In particular, the transformation of IG skewness is unsatisfactory, likely since the skewness changes further seaward in the model results compared to the observations from negative to positive, in addition to strong observed variations in the observed skewness. These were likely caused by local factors in the field. Short wave asymmetry and skewness were limited to the frequency range 0.05–0.3 Hz, since observations showed that short waves generated in the Wadden Sea were propagating seaward. These might have affected the wave shape and sediment stirring; however, since no significant morphological changes were observed at the Wadden Sea side [7,8], their effect is probably small. Discrepancies between model and observations should not effect the general conclusions of our results, since we only compare each transport term in a relative sense for changes in island geometry and forcing. However, it would be of interest to be able to compare the magnitude of each forcing term with each other to find the relative importance of each term. Hopefully, this will be addressed in future research.



Our results were affected by the choices we made (a) in the SWASH implementations, and (b) in the use of parameters for the transport models. SWASH in 1D mode leads, as mentioned earlier, to an overestimation of IG waves, and therefore transport and stirring by infragravity waves is surely overestimated. Furthermore, since we had no means to fit the parameters for the transport model, we chose values from the literature and combined them to find reasonable predictions for the transport processes. However, the choice of ϵb=1.03 and Ka=0.37 kg s m−2 is open for debate. Bagnold [28] initially suggested a value of 0.13 for ϵb, while Bailard [29] set ϵb=0.21 after calibration to field data. Drake and Calantoni [30] found ϵb=1.03 for their discrete particle model which is about eight times the value Bagnold [28] originally proposed for steady unidirectional flow. On the other hand, Drake and Calantoni [30] determined Ka=0.07 kg s m−2, while Hoefel and Elgar [31] attained Ka=0.37 kg s m−2 when comparing model with observational data, which is higher by a factor of 5. This clearly shows that there is uncertainty in the absolute numbers, and any use of the transport model to estimate the actual transport would require careful calibration. However, the acceleration under the steep faces of asymmetric waves is assumed to contribute significantly to sediment transport over bars and in the shallow surfzone [31,43,44,45], and Brinkkemper et al. [45] found short wave sediment transport to not be related to the short wave skewness in low-energy conditions in the shallow surf zone. Therefore, while the relative importance of the transport terms might be not a hundred percent accurate, their relationship seems realistic, which allowed us to investigate how sediment transport processes are influenced by bed slopes and hydrodynamic forcing.



Additionally, it is noteworthy that the modeling results reflect processes for an area which is missing high dunes or ridges that might impact the sediment transport processes. It is likely that sediment transport in the presence of higher elevation features will differ from our results.



Lastly, our choice of using only the bedload part of the Bailard [29] equation ignores the suspended sediment transport, which was shown to be important during the inundation of a barrier island in the Wadden Sea [7]. During suspended sediment transport, the transport direction can be affected by phase lags between the suspended sediment and the wave velocity. For example, sediment suspended into the water column under the crest (landwards directed velocity) can be transported seaward under the trough if settling is slow [31,46,47]. This was not observed in the field [7], probably because the bed was very smooth and ripples small. This might be different for uneven terrain. Therefore, suspended sediment transport and the possible reversal of transport should be addressed for these cases in future research.





5. Conclusions


The non-hydrostatic wave model SWASH was used to investigate the relative importance of bedload transport processes, such as transport by mean flow, short- and IG waves, and acceleration skewness, during barrier island inundation for various island configurations and hydrodynamic forcing. Simulations suggested that the sediment transport processes from the outer surfzone until landwards of the island crest are dominated by the waves. These either transported sediment directly or stirred the sediment for the mean flow transport. Transport by short waves was continuously landwards directed, while IG wave transport was seaward directed in the outer surfzone and landward directed in the inner surfzone, consistent with earlier observations. Landwards of the crest, bedload transport was mostly dominated by the mean flow, which was forced by the water level gradient. A critical threshold exists between wave set-up, which depends on the offshore wave forcing and inundation depths, and basin water levels. These determine the mean-flow transport direction and magnitude in the inner surfzone and on the island top.



Model results suggest that short wave and mean flow transport is enhanced on steeper slopes throughout the domain, since they cause less energy dissipation and higher flow velocities. Further modifications of the island geometries suggested that the the slope of the island top and the width of the island foremost affect the mean-flow transport, while changes in inundation depth will also affect transport by short-wave acceleration skewness.
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Appendix A


Appendix A.1. Boundary Conditions and Model Settings


For the model-data comparison, four of the five observed inundation events were used (there was doubt about the measured water levels during the fifth event; Table A1). Observational data were averaged over the first 15 min of each full hour from 2 h before until 2 h after high tide to have five data-points if records were long enough (flooding 1 and 4). Otherwise, three data-points (1 h before to 1 h after high tide) were used (flooding 2 and 3). The 15-minute average was chosen because conditions were not stationary due to the tidally induced changes in water levels.





[image: Table]





Table A1. Boundary conditions for observed floodings at high tide a.
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Flooding

	
Wind

	
Wind

	
Wave

	
Wave

	
Wave

	
Water Level

	
Water Level




	

	
Speed

	
Direction

	
Hs

	
T

	
θ

	
N. Sea

	
W. Sea




	
#

	
[m/s]

	
[∘]

	
[m]

	
[s]

	
[∘]

	
[m]

	
[m]






	
1

	
16

	
270

	
6.20

	
8.7

	
307

	
2.34

	
2.52




	
2

	
11

	
300

	
5.11

	
8.3

	
327

	
1.84

	
2.19




	
3

	
15

	
310

	
4.55

	
7.2

	
321

	
2.05

	
2.16




	
4

	
20

	
330

	
7.43

	
10.1

	
326

	
2.50

	
2.92








a If dates are listed twice, two inundation events occurred on one day and were separated by a low tide. Wind speed and direction as well as significant wave height (Hs), periods (T) and wave angle (θ) were measured by an offshore meteorological station (Wierumergronden) and a wave buoy (Schiermonnikoog Noord) and were averaged over one hour at high tide. Water levels (wl) in the North Sea (N. Sea, measured at Huibertgat) and Wadden Sea (W. Sea, measured at Schiermonnikoog station) were also averaged over one hour at high tide. The coastline is aligned ∼−10 degrees with true East.
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