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Abstract: The quantification of the reflection of water waves is of paramount importance in coastal
and marine engineering. Reflected waves are produced as a result of an incident wave meeting
a reflective boundary e.g., in a wave basin. While reflection can be seen as an undesirable disturbance,
for example in experimental tests performed in confined tanks, it can also have a useful purpose
such as being directed towards wave energy converters (WECs). Whether useful or not, reflection
needs to be accurately quantified. For cases effected by directional spreading such as WECs, the wave
height of a reflected wave will be spatially variable. The majority of quantification methods are
based on frequency domain analysis of surface elevation data at more than one discrete location
over approximately one wavelength. Thus, a method which requires a single point measurement is
desirable. This paper presents a novel method derived from Linear Wave theory to quantify reflection
coefficients using orbital velocity measurements at one discrete location. An additional advantage of
this method is it only requires data over a single wave cycle and thus will be particularly suitable for
numerical simulations. In the present form the method is only applicable to monochromatic waves.
The theoretical background of the method is explained in detail. An application is demonstrated
through a comparison to reflections quantified using surface elevation measurements in Computational
Fluid Dynamics (CFD) numerical simulations. It is found that the results of the new proposed method
compare to surface elevation methods within the levels of experimental accuracy.

Keywords: wave reflection; reflection analysis; water particle velocity measurements; numerical
modelling; Computational Fluid Dynamics (CFD); time domain; surface gravity waves

1. Introduction

Reflection of gravity surface waves in wave tanks occurs when an incident wave is intercepted
by more den of gravity surface waves in wave tanks occurs when an incident wave is intercepted by
more dense material or changing bed slopes creating a reflective boundary. Numerical and physical
wave tanks can be designed to encourage wave absorption and thus minimise reflection [1,2].

The majority of published methods to quantify reflections involve the analysis of surface elevation
data. Thorten [3] and Goda and Suzuki [4] determined two dimensional (2D) reflection using
two independent surface elevation measurements spaced at reasonably short distances from each
other in line with the wave propagation direction. The data is analysed in the frequency domain.
Mansard and Funke [5] presented a slightly different method which requires three independent in-line
surface elevation measurements in order to separate the incident and reflected spectra in irregular
waves. Lin and Huang [6] uses a similar method to Mansard and Funke for regular waves. Viviano [7]
presented a modification of the Mansard and Funke method. This method also employs frequency
domain analysis. For all the aforementioned methods, the wave frequency in question is limited by
the separation distance(s) between the probes. Isaacson [8] conducted a review on various reflection
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analysis techniques and concluded that the three probe method, known hereafter as the Mansard and
Funke method , was the most accurate.

Frigaard and Brorsen [9], among others [7,10,11], presented an alternative method which uses
two independent surface elevation measurements. The data is analysed in the time domain. This method
was initially limited to constant water depth but subsequently was extended by Baldock to arbitrary
bathymetry [12]. Brossard [13] presented a technique which required one or two moving surface
elevation probes with analysis being conducted in the frequency domain.

With the development of laser and acoustic Doppler velocimeters, techniques were proposed
which quantified reflection using velocity measurements. Hughes [14,15] presented a method which
obtains frequency dependent reflection coefficients from either a surface elevation measurement
and co-located horizontal velocity data or horizontal and vertical velocity data in irregular waves.
The analysis is performed in frequency domain. The main advantage of this type of technique when
compared to those which rely on multiple surface elevation measurements is that the single point
measurement accounts for energy spreading or energy loss, which might be important in realistic
three dimensional (3D) testing scenarios.

Neves et al. [16] conducted research on the elliptical shape of the vectorial representation of
horizontal and vertical velocities resulting from the interaction of an incident and reflected wave.
Equations were derived which define the geometrical properties of the ellipse (i.e., the maximum and
minimum axes). It was predicted that theoretically a reflection coefficient could be obtained using
these geometric properties.

2. Motivation

The conceptual model of reflection is often 2D with two waves propagating in opposite directions
e.g., an incident wave reflecting off a straight wall positioned perpendicular to the incident wave direction.

Realistic cases are often more complex. For example, the circumference of a circular wave emitted
from a point source will increase as it propagates away from the source. While the energy contained
over the entire circumference remains constant, wave height will decrease with the inverse of the
square root of the distance from the source. Methods which require measurements over a considerable
distance will thus yield inaccurate results.

Quantifying reflections can be challenging in both physical environments (such as wave tanks
or in the field) [17,18] and numerical environments [19,20]. In a numerical simulation it is a priority
to minimise the size of the domain and simulation time to make the model less computationally
expensive [2,21]. Therefore, determining the reflections with short time traces of data (i.e., a few
wave cycles) is essential. In addition, as discussed earlier, the majority of methods used to quantify
reflection coefficients require surface elevation measurements. Many marine and coastal engineering
numerical simulations employ the Volume of Fluid (VOF) method (e.g., simulating ship motions [22],
breakwaters [23] and Wave Energy Converters (WECs) [24–26]). The surface elevation of the gas-fluid
interface is not explicitly derived but instead is calculated in post processing using volume ratios.
Therefore, the accuracy of a reflection quantified using surface elevation methods is dependent on the
cell size and post processing method employed.

Since the 1970s, many attempts have been made to develop WECs which can extract energy from
ocean waves and convert it into electricity. To assess the hydrodynamic parameters of these WECs,
processes including reflection, radiation and diffraction must be assessed [27,28]. However, since most
of these devices are relatively small compared to the wavelength, they can be considered a point source.
Work in this area has motivated the research presented in this paper, but the method is believed to be
useful in the wider context of coastal and marine engineering.

This paper presents a time domain reflection analysis method based on water particle velocity
measurements at one discrete location over a single wave cycle, known hereafter as the Orbital
Velocity method . It presents the theoretical background behind the Orbital Velocity method including
the derivation of the equations and the procedure used to solve them. Details of Computational
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Fluid Dynamics (CFD)simulations used to validate the method along with a comparison between
the reflections obtained using the Orbital Velocity method and the Mansard and Funke method are
presented and discussed.

3. Theoretical Background

The linearised equations for the horizontal and vertical velocity of a stationary Airy water wave are
given by Equations (1) and (2) respectively, for a wave height H at any moment in time t at an arbitrary
longitudinal location x and a vertical depth z from the still water surface at a water depth h [29].

u =
HgT
2λ

cosh(k(z + h))
cosh(kh)

cos(kx−ωt) (1)

w =
HgT
2λ

sinh(k(z + h))
cosh(kh)

sin(kx−ωt) (2)

where u is the horizontal velocity component, w is the vertical velocity component, T is the wave
period, λ is the wavelength, ω is the angular velocity and k is the wave number. The hodograph at
a specific point results in an elliptical shape similar to those shown in Figure 1.
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Figure 1. Schematic representation of water particle velocities for different water depths
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Figure 2. Schematic representation of the cross section of an incident and reflected wave in deep water

Figure 1. Schematic representation of water particle velocities where h is the water depth and λ is the
wavelength for different water depths.

When a reflected wave is present (which travels along the same plane but in the opposite direction
to the incident wave) two velocity traces combine: one for the incident wave and one for the reflected
wave, as shown in Figure 2. The horizontal and vertical velocities of the reflected wave are calculated
using Equations (3) and (4).

ure f l =
−Kr HgT

2λ

cosh(k(z + h))
cosh(kh)

cos(k(x + 2d)−ωt) (3)

wre f l =
Kr HgT

2λ

sinh(k(z + h))
cosh(kh)

sin(k(x + 2d)−ωt) (4)

where ure f l is the reflected horizontal velocity, wre f l is the reflected vertical velocity, d is the distance
of x to the reflective boundary and Kr is the reflection coefficient. Note that only the polarity of the
horizontal velocity changes, whereas the vertical remains the same.
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Figure 2. Schematic representation of the cross section of an incident and reflected wave in deep waterFigure 2. Schematic representation of the cross section of an incident and reflected wave in deep water
where uinc and winc are the horizontal and vertical velocity components for the incident wave, ure f l
and wre f l are the horizontal and vertical velocity components for the reflected wave, ures and wres are
the horizontal and vertical velocity components for the resultant wave, d is the distance of x to the
reflective boundary, x is the horizontal distance, z is the vertical depth from the still water surface and
θ is the tilt of the maxima axis to the horizontal axis.

A reflection coefficient Kr is defined as the ratio of the reflected wave height to the incident
wave height. It can be seen from the Equations (3) and (4) that the reflected velocity components are
directly proportional to the reflection coefficient. Thus the size of the vector plot of the velocities for
the reflected wave will also be directly proportional to the reflection coefficient. A summation of the
incident and reflected velocity components yields Equation (5) as derived by Neves et al. [16].

(
ures

wres

)
= gk

2ω cosh[kh]

(
(Hi − Hr) cos[kx̂] cosh[kẑ] (Hi + Hr) sin[kx̂] cosh[kẑ]
(Hi − Hr) sin[kx̂] sinh[kẑ] (Hi + Hr) cos[kx̂] sinh[kẑ]

)(
cos[ωt̂]
sin[ωt̂]

)
(5)

where ures and wres are the resultant horizontal and vertical velocities respectively, Hi is the incident
wave height, Hr is the reflected wave height, [kx̂] = (kx + ε

2 ), [kẑ] = [k(z + h)] and [ωt̂] = (ωt + ε
2 ),

where ε is the phase difference between the incident and reflected wave. The phase difference ε is
dependent on the distance between the observation point and the reflective boundary. A plot of the
resultant horizontal and vertical velocities ures and wres produces an elliptical shape as shown in
Figure 2. This elliptical shape has a maximum and minimum radius (known hereafter as maxima and
minima respectively) which can be calculated using Equations (6) and (7) ([16]).

maxima =
gkHi

2ω cosh[kh]
{1

2
[(1 + K2

r ) cosh[2kẑ]− 2Kr cos[2kx̂]...

... +
√
(1 + K2

r )
2 + 2K2

r cosh[4kẑ] + 2K2
r cos[4kx̂]− 4Kr(1 + K2

r ) cosh[2kẑ] cos[2kx̂]]} 1
2

(6)

minima =
gkHi

2ω cosh[kh]
{1

2
[(1 + K2

r ) cosh[2kẑ]− 2Kr cos[2kx̂]...

...−
√
(1 + K2

r )
2 + 2K2

r cosh[4kẑ] + 2K2
r cos[4kx̂]− 4Kr(1 + K2

r ) cosh[2kẑ] cos[2kx̂]]} 1
2

(7)

The ellipse can be tilted as shown in Figure 2 due to the phase relationship between the incident
and reflected wave. The tilt angle θ is measured between the horizontal and the maximum axis. The tilt
angle will vary between π and −π depending on phase difference and horizontal distance [30].
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The water depth is assumed to be known. The incident and reflected wave height Hi and Hr and
the value of [kx̂] are unknown and therefore it is not possible to calculate the reflection coefficient Kr

based on these Equations (6) and (7). By combining Equations (6) and (7) the incident wave height
Hi can be eliminated yielding Equation (8). For a dataset of horizontal and vertical velocities over
a single wave cycle, an ellipse can be fitted to the vector plot of the velocities yielding a value for
maxima, minima and tilt angle θdataset as defined in Figure 2. The wave period can be determined from
the zero crossing of a time trace of the velocity. Subsequently, the reflection coefficient can be obtained
by iteratively solving Equations (5) and (8).

maxima2

minima2 =

[(1 + K2
r ) cosh[2kẑ]− 2Kr cos[2kx̂]]...

[(1 + K2
r ) cosh[2kẑ]− 2Kr cos[2kx̂]]...

... +
√
(1 + K2

r )
2 + 2K2

r cosh[4kẑ] + 2K2
r cos[4kx̂]− 4Kr(1 + K2

r ) cosh[2kẑ] cos[2kx̂]
...−

√
(1 + K2

r )
2 + 2K2

r cosh[4kẑ] + 2K2
r cos[4kx̂]− 4Kr(1 + K2

r ) cosh[2kẑ] cos[2kx̂]

(8)

Due to the non-linear and implicit nature of Equations (5) and (8), the system of equations is
solved using numerical methods which were implemented in MatLab.

For an arbitrarily chosen initial reflection coefficient, Equation (5) is solved for [kx̂]. Equation (8)
is then solved using this [kx̂] value to obtain a reflection coefficient. This is repeated until convergence
is achieved. A flow diagram of the Orbital Velocity Method can be seen in Figure 3.
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r ) cosh[2kẑ] cos[2kx̂]

...−
√
(1+K2

r )
2 + 2K2

r cosh[4kẑ] + 2K2
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4. Numerical Experiment
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Choose initial Kr

Use θdataset to solve for [kx̂] using Equation 5

Use [kx̂] to solve for Kr using Equation 8

Check for convergence of Kr

Figure 3. Flow chart of the Orbital Velocity methodFigure 3. Flow chart of the Orbital Velocity method where Kr is the reflection coefficient, θdataset is the
tilt of the ellipse of the dataset and [kx̂] = (kx + ε

2 ).

4. Numerical Experiment

To test the Orbital Velocity Method against methods that use surface elevation measurements
(e.g., the Mansard and Funke method), numerical simulations were set up. The aim of the simulations
was to employ two wave makers at opposite ends of the wave tank to generate waves of identical
frequencies but different amplitudes travelling in opposite directions, therefore replicating the concept
of 2D reflection.

Numerical beaches at both ends of the wave tank minimised internal reflections. A suitable
distribution of the variable sand over a length of approximately one wavelength effectively dissipates
wave energy as has been shown by [20,31]. Peric et al. provides an analytical solution for the ideal
settings depending on wave period and discusses the method in detail [31] . Values for the current
simulations were based on a previous study [20] and shown to reduce internal reflection to less than
0.5%. Impulse source type wave makers were used to create the waves. The method is based on
adding an additional source term to the impulse equation in the wave maker region. Incident waves
propagate through the wave maker region unchanged. The impulse source type wave makers and
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numerical beaches are implemented as an extension of the interDyMFoam solver from the OpenFOAM
toolbox and explained in more detail in Schmitt et al. [20].

The tank layout and coordinate system are shown in Figure 4. The numerical beaches extend
over 2 m from either end of the tank. The wave maker regions begin at the end of the beach and have
a width of 1 m.

Simulations were performed for 2D cases to limit simulation time. The tank was 10 m long. The wave
makers produced a wave with a period of 1.1 s in a water depth of either 0.3 m (known hereafter as
intermediate water) or 1 m (known hereafter as deep water) yielding wavelengths of 1.574 m and 1.884 m
respectively according to Linear Theory [29]. The ratio of these depths to their associated wavelengths
meant both intermediate and deep water waves were being simulated. The minimum group velocity
was 0.871 m s−1 meaning it would take approximately 11.5 s for the wave to travel along the 10 m tank.
Therefore, the first 23 s were omitted to exclude possible ramp up effects. The simulation duration was
64 s, thus the trace available for analysis was 41 s long.
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Velocity data was acquired by 3 velocity probes at different locations within the tank as described
in Table 1 for deep water simulations and Table 2 for intermediate water simulations. The coordinate
system can be seen in Figure 4. All probes were of constant lateral distance (Y) positioned along the
centreline of the tank area and varying longitudinal (X) and vertical (Z) distances.

Table 1. Velocity probe positions for deep water simulations.

Probe X (m) Y (m) Z (m)

1 5.0 0.05 0.8
2 5.0 0.05 0.7
3 5.0 0.05 0.6

Table 2. Velocity probe positions for intermediate water simulations.

Probe X (m) Y (m) Z (m)

1 5.0 0.05 0.2
2 5.0 0.05 0.15
3 5.0 0.05 0.1

Additionally, surface elevation was acquired by 5 surface elevation probes which were placed
at the positions given in Table 3. Their longitudinal distance (X) varied whilst their lateral (Y) and
vertical (Z) distances remained constant. Their lateral distance (Y) was equal to the velocity probes
so the surface elevation probes were also along the centreline of the wave tank. The vertical distance
(Z) was 0.8 m for deep water simulations and 0.2 m for intermediate water simulations. To apply the
Mansard and Funke method, the separation distances of the three independent measurement locations
are dependent on the frequency of the wave [5]. This relationship is defined by inequalities, therefore,
for the five surface elevation probes included in the simulations, two probe combinations were suitable
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for all simulations. Surface elevation probes 1, 3 and 5 or 3, 4 and 5 were used, known hereafter as
Combination 1 and Combination 2 respectively.

Simulations with one active wave maker yielded the wave height associated with each wave
maker setting at each water depth as shown in Table 4. Combinations of those wave makers were
then used to create a wide range of predicted reflection values. The results from these simulations are
discussed in the following section.

Table 3. Surface elevation gauge positions.

Probe X (m)

1 4.5
2 4.7
3 5.0
4 5.5
5 6.7

Table 4. Wave height associated with each wave maker.

Wave Maker Number Water Depth (m) Wave Height (m)

1 0.0059
2 1.0 0.0151
3 0.0274

4 0.0090
5 0.3 0.0179
6 0.0349

A data sample from the simulations is shown in Figure 5. The fitted ellipse had a maxima, minima
and tilt θdataset of 0.0525, 0.0298 and −0.5906 rad respectively. Additional wave parameters required
for this calculation were obtained using a time trace of the velocity data over a single wave cycle
(i.e., T = 1.1 s, λ = 1.8844 m and z = −0.2 m). The water depth was 1 m. The reflection coefficient can be
seen in Table 5 (test case A).

Figure 5. Orbital velocity trace fitted with an ellipse.
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5. Results

For each simulation, four reflection coefficients were calculated: one predicted based on the
individual wavemaker data from the validation procedure as shown in Table 4, one using the Orbital
Velocity method with the data from the best fitted ellipse and two from the Mansard and Funke method
using two different surface elevation probe combinations described in Section 4. The results can be
seen in Figure 6 and Tables 5 and 6. Figure 6 presents the reflection coefficients obtained for all test
cases investigated. The details of the test cases are described in Tables 5 and 6.

Figure 6. Graphical representation of Tables 5 and 6.

Table 5. Reflection coefficients using different methods from the deep water (1.0 m) simulations.

Reflection Coefficient

Test Case Wave Makers
Predicted

Orbital Velocity Mansard and Funke Method

Method Combination 1 Combination 2

A 1 and 3 0.22 0.27 0.25 0.26
B 2 and 3 0.55 0.52 0.52 0.51
C 3 and 3 1.00 0.97 0.95 0.99

Table 6. Reflection coefficients using different methods from the intermediate water (0.3 m) simulations.

Reflection Coefficient

Test Case Wave Makers
Predicted

Orbital Velocity Mansard and Funke Method

Method Combination 1 Combination 2

D 4 and 6 0.26 0.26 0.25 0.23
E 5 and 6 0.51 0.53 0.53 0.54
F 6 and 6 1.00 0.98 1.06 0.97

Overall there is good agreement between all four reflection coefficients for each test case. With the
exception of test case A, the Orbital Velocity method is consistently closer to the predicted reflection
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coefficient than at least one of the Mansard and Funke values with the majority of test cases being
within 3%.

Test case F shows the largest deviation between the two reflection coefficients from the Mansard
and Funke method. For all test cases the deviations between the Mansard and Funke values were less
than 8.5%.

For test cases B, D, E and F there is good agreement between the Orbital Velocity method and at
least one of the Mansard and Funke values. The agreement is less than 3% for the majority of test cases.

In addition, three velocity probes at the same location within the tank but at different depths
below the water surface were included. The results in Tables 5 and 6 are those which were calculated
using velocities from the probe which was closest to the surface (Probe 1 in Tables 1 and 2 for deep and
intermediate water respectively). Table 7 summarises the calculated reflections at each probe depth in
the deep water simulations. For the majority of test cases the deviation is less than 1%. The strongest
agreement was in test case C.

Table 7. Reflection coefficients for probes of varying vertical positions in deep water (1 m) simulations.

Test Case

Distance from Seabed (m) A B C

Kr Error Kr Error Kr Error

0.8 0.27 0.52 0.97
0.7 0.28 3.1% 0.54 3.8% 0.96 −1%
0.6 0.27 0% 0.52 0% 0.98 1%

6. Discussion

Differences between the reflection values dictated the use of the Mansard and Funke method and
the Orbital Velocity method within the levels of experimental accuracy. Results obtained using the
Orbital Velocity method were closer to the predicted reflection for the majority of test cases. The reason
for the differences in the reflections obtained from Combinations 1 and 2 using the Mansard and
Funke method is unclear and there is no known method to determine which value is the most accurate.
This issue highlights the requirement for the Orbital Velocity method as it is able to quantify reflections
using measurements from a single point.

The ideal position of the velocity probe for the Orbital Velocity method is expected to be close
to the surface were velocities are larger. In the deep water simulations, the method was successful
in obtaining accurate reflection coefficients to a depth of 40% of the water column. In deep water,
the horizontal and vertical velocities decrease exponentially to zero below a depth of approximately
half a wavelength. Beyond that, there is no wave induced velocity and thus measurements should not
be taken in this region.

For intermediate and shallow water, the limitations are more difficult to predict accurately.
According to analytical theory, in intermediate water the horizontal and vertical velocities decrease at
different rates with depth and in shallow water only the vertical velocity decreases while the horizontal
velocity remains constant. For both conditions the ellipse will be flat close to the tank bed as the vertical
velocity is insignificant and thus the Orbital Velocity method is not applicable. It is unclear at this stage
where in the water column the method begins to fail. This will depend on water depth, wavelength
and height but further work is required to define the limiting conditions. In the simulations presented,
the method could not yield reflection coefficients from the two lower probes in intermediate water,
which measured in the lower 50% of the water column.

7. Conclusions and Future Work

This paper has presented a novel method to quantify reflections using the orbital velocities of
water particles over a single wave cycle. Measurements are only required at one discrete location. It was
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demonstrated that reflection coefficients calculated using the novel Orbital Velocity method are at
least as accurate as the Mansard and Funke method. Reflection coefficients obtained using the Orbital
Velocity method also show better agreement with the predicted values. The Orbital Velocity method
is thus a useful alternative to quantify reflection coefficients. The ability to use measurements from
a single point renders the method particularly suitable in cases in which the waves are experiencing
3D effects such as directional spreading (e.g., an incident wave reflecting off a curved surface). Since it
only requires a single wave cycle it is efficient, especially in computational modelling where long
simulations, required for frequency domain analysis, are costly or may not even be feasible.

The only drawback to the method in its current form is the limitation to monochromatic seas.
We predict that whilst this method could be extended to irregular waves in the future it would require
a much larger data set than one wave cycle. However, as many investigations into reflection are
performed in controlled environments (either numerical or physical) using monochromatic waves,
the advantages such as being applicable to very short time traces, requiring just orbital velocity
measurements at a single position (making experimental setup simpler) and being usable in cases
affected by directional spreading, make it a valuable tool for the coastal and marine engineering industry.

Future work focuses on the application of the method to data from Acoustic Doppler Velocimeter
(ADV) probes in physical tank tests. This will involve an investigation into the practical limitations of
the method, including the vertical position of the velocity probe and the quality of the fitted ellipse.
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