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Abstract: Wave Energy Converters (WECs) are designed to be deployed in arrays, usually in a limited
space, to minimize the cost of installation, mooring, and maintenance. Control methods that attempt
to maximize the harvested power often lead to power flow from the WEC to the ocean, at times, to
maximize the overall harvested power from the ocean over a longer period. The Power Take-Off
(PTO) units that can provide power to the ocean (reactive power) are usually more expensive and
complex. In this work, an optimal control formulation is presented using Pontryagin’s minimum
principle that aims to maximize the harvested energy subject to constraints on the maximum PTO
force and power flow direction. An analytical formulation is presented for the optimal control of an
array of WECs, assuming irregular wave input. Three variations of the developed control are tested:
a formulation without power constraints, a formulation that only allows for positive power, and
finally, a formulation that allows for finite reactive power. The control is compared with optimally
tuned damping and bang–bang control.

Keywords: wave energy converter; optimal control; constrained control; reactive power; Pontryagin’s
minimum principle

1. Introduction

The comparative expense of electricity produced through wave energy converters,
in contrast to other renewable energy sources like wind and solar energy, stands out as a
significant factor hindering the widespread adoption of ocean wave energy technology [1].
Deploying multiple WEC devices in a common area would increase the overall energy
output while simultaneously leading to a reduction in the cost of installation, operation,
and maintenance of the farm. The hydrodynamic interactions resulting from placing the
devices close to one another can be leveraged to obtain greater energy output. In contrast
to a wind farm, where the aerodynamic interaction between individual devices often
results in destructive interactions, which effectively leads to the overall reduction in the
performance of the array, Wave Energy Converter (WEC) arrays can be optimized to result
in constructive hydrodynamic interactions between the devices [2–5].

One type of WEC is the point absorber [6,7]. Point absorbers are characterized by
dimensions smaller than the wavelength of incoming waves; their efficiency is notably
high when their natural frequency closely aligns with the frequency of the incident waves.
Consequently, the maximum power will be generated by a point absorber when it synchro-
nizes with the incoming wave. Control strategies implemented in wave energy converters
aim to synchronize the floater’s response with the excitation force on the device. Despite
numerous proposed control methods over the years, they frequently overlook the intrinsic
physical constraints inherent in both the floater and the Power Take-Off (PTO) units [8,9]. A
significant challenge in formulating optimal controls for Wave Energy Converters (WECs)
is the requirement for reactive power. This necessitates instances where a WEC contributes
power to the ocean to enhance energy harvesting over an extended duration [10]. The
design of the controller must account for the constraints imposed by the limited reactive

J. Mar. Sci. Eng. 2024, 12, 104. https://doi.org/10.3390/jmse12010104 https://www.mdpi.com/journal/jmse

https://doi.org/10.3390/jmse12010104
https://doi.org/10.3390/jmse12010104
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jmse
https://www.mdpi.com
https://orcid.org/0000-0002-3891-3249
https://doi.org/10.3390/jmse12010104
https://www.mdpi.com/journal/jmse
https://www.mdpi.com/article/10.3390/jmse12010104?type=check_update&version=1


J. Mar. Sci. Eng. 2024, 12, 104 2 of 18

power capacity of the Power Take-Off (PTO) and other physical system limitations. A
PTO system providing reactive power translates to the generator also acting as a motor to
drive the devices. Generally, such a PTO unit with bi-directional power capabilities will be
complex and expensive.

A subset of control strategies known as passive controls completely eliminates the
requirement for reactive power, as highlighted by [11]. While these controls have the
advantage of not requiring reactive power, it is important to note that they typically result
in a comparatively lower amount of absorbed power compared to alternative approaches,
such as reactive control [12,13]. Latching control, which was proposed by Budal and
Falnes [14,15], is one of the most popular passive control methods. It does not require a
WEC device to return to the ocean at any point in the the process of making the system
operate at resonance frequency. It works by locking the floater at some moments to keep its
motion in phase with the incident wave [16]. Another widely recognized passive control
method is referred to as passive loading or resistive loading, as discussed by [17]. This
approach involves establishing a linear proportionality between the instantaneous value of
the Power Take-Off (PTO) force and the velocity of the floater, as expressed by the equation:

u = −Bptov

where Bpto > 0 is the PTO damping coefficient and v is the velocity of the floater. When the
damping coefficient is adjusted to its optimal value, the corresponding control is termed
Optimal Resistive Loading (ORL). The bang–bang controller is a controller that switches
abruptly between the two control force extremes, as in [18]:

u =

{
Υ, v > 0

−Υ, v < 0;

where Υ > 0 is the maximum PTO force. Reference [19] recently presented two MPC control
strategies designed to only allow unidirectional power flow by setting nonlinear constraints
applied to a two-body point absorber. The results show that the two variations of the control
developed have similar performances in terms of computational time compared to the
regular MPC and obtain considerably more power than the linear passive control, thus
proving to be a good option for unidirectional PTO systems.

Reactive controls, which allow for the flow of power from the WEC to the ocean,
actively change the natural frequency of the device to make it closer to the resonance condi-
tions. This type of reactive control needs to take into account limitations on the maximum
possible displacements and maximum available reactive power. Numerous realistic controls
have been proposed in recent research to achieve energy harvesting maximization; this can
be achieved by formulating the problem as a constrained optimization problem [18,20–22].
Optimization-based controllers typically focus on maximizing absorbed power, which is
defined as the product of force and velocity [23]. In a study by [24], they presented both
constrained and unconstrained optimal control formulations for a single-degree-of-freedom
Wave Energy Converter (WEC) device using Pontryagin’s minimum principle. Notably,
the constraint is not placed on power but rather on the maximum displacement of the buoy.
The findings revealed that the optimal control operates in one of two modes: singular arc
and bang–bang, termed the bang-singular-bang (BSB) control. Numerical results indicate
that BSB control outperforms bang–bang (BB) control in terms of the amount of extracted
energy. In [25], an MPC for the Wavestar wave energy converter that maximizes its power
generation was presented. Two other controllers (Optimal controller and Optimal gain
controller) were implemented on the wave energy absorber model for comparison.

While many of the existing controls have been developed for single WEC devices,
extending these control methods to an array of devices is not straightforward because of
the influence of the devices in the array on adjacent devices. Control of an array can be in
two forms: either an independent control that assumes that each device is in isolation, or
a collective control that accounts for the radiation and diffraction effects from the other
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devices. References [26,27] investigated and found that significant improvement can be
obtained using a collective control compared with independent control. In the work
by [28], a collective control strategy was devised for arrays of Wave Energy Converters
(WECs). The control employed a Proportional-Derivative feedback control law for each
WEC, incorporating optimized controller gains. To streamline the optimization process,
a surrogate model composed solely of mechanical elements was employed to replace
the hydrodynamic model. The outcomes of the study demonstrated that the controller
effectively maximizes the energy conversion of the entire WEC array while adhering to
specified constraints. Reference [29] investigated a decentralized model predictive control
(MPC) to the elements of an array by considering each WEC as a subsystem. Both [30,31]
applied an MPC to an array of point-absorber-type WECs; in both cases, the WEC spacing
ensured inter-device interactions between the devices in the array. However, with an
increase in the number of devices in a farm, the more complicated the modeling and control
of the WEC array becomes. A centralized control formulation for all devices in the array
was found to be too computationally expensive, which may eventually render this form
of control inapplicable to for a large array. This limitation is tackled by distributing the
devices on the array. The control is computed using weakly coupled hydrodynamics but
the plant model takes account of the full hydrodynamic coupling. This resulted in an
excellent computational efficiency for the controller.

Most of the controls available in the literature either assume a lack of bi-directional
power capability or do not take into account the limitation on the bi-directional power
capability of the PTOs. In this paper, an optimal control maximizing the harvested energy
of the array while constraining the reactive power capability of the PTOs to a set threshold
is developed. This approach leads to a practical control that does not make the device
sink or slam in water; also, the control requirements do not exceed the limitations of
the system. The control is derived rigorously using optimal control theory assuming
irregular excitation.

There are two key contributions of this paper: First, an analytic formulation for energy-
maximizing control of WEC arrays in irregular waves is developed. Second, the control
developed accounts for both linear and nonlinear constraints, thereby ensuring that the
resulting control does not require unrealistic amplitude motion or bi-directional power
flow. The structure of this paper is outlined as follows. In Section 2, we establish the
dynamic model of a simplified Wave Energy Converter (WEC) array. Section 3 details the
derivation of the proposed power-constrained control formulation. Subsequently, Section 4
presents the simulation results. This paper concludes with the summarization of findings
in Section 5.

2. WEC Array Dynamic Modeling

In this section, we introduce the mathematical model characterizing a Wave Energy
Converter (WEC) array. This model is derived from a fundamental representation of a WEC,
which is typically depicted as a second-order mass-spring-damper system. The linearized
equation of motion governing an array of N devices, considering one-dimensional heave,
can be expressed in time domain as [32]:

M ¨⃗x(t) =

excitation force f⃗e︷ ︸︸ ︷∫ ∞

−∞
H f (τ)η⃗(t − τ, x)dτ +Fs

radiation force fr︷ ︸︸ ︷
−µẍ(t)−

∫ t

−∞
Hr(τ) ˙⃗x(t − τ)dτ −u⃗

where x⃗, ˙⃗x, ¨⃗x are the heave displacement, velocity, and acceleration vector of the buoys,
respectively, and t is the time. M is the mass matrix, which contains the masses of all buoys
in the array on its diagonal; u⃗ is the control force vector. Fs is the hydrostatic restoring force.
The wave-exciting force on the devices is f⃗e, where η⃗ is the wave surface elevation vectors
at buoy’s centroid. H f is the impulse response function matrix defining the excitation
force in heave. M∞ is the added mass matrix at infinite frequency. If a body in calm water
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is displaced to move up and down it will generate waves. The force generated due to
the radiated wave from the moving float is called the radiation force; Hr is the impulse
response function matrix defining the radiation force in heave. The convolution integral is
represented by a vector; a detailed formulation on the state-space approximation for the
radiation terms in Equation (1) can be found in [33]:

ẋr = Ar x⃗r + Br ˙⃗x (1)

Fr = Cr x⃗r (2)

where x⃗r ∈ R4n×1 are the radiation state vectors. Ar ∈ R4n×4n, Br ∈ R4n×1, and Cr ∈ R1×4n

are the system matrix, and input and output matrices, respectively. n represents the number
of devices in the array. The dynamics of the motion of the floater can be written using
Newton’s law, as [8]:

Mt ¨⃗x = f⃗e(t) + Cr x⃗r + Kh x⃗ − u⃗ (3)

Mt represents the summation of the rigid body mass matrix and the added mass
matrix. Cr is a matrix that contains the radiation damping coefficients, and Kh is a diagonal
matrix that contains the hydrostatic forces coefficients. The hydrodynamic interaction
between the WECs in the array is realized via the elements of the radiation matrices Ar , Br ,
and Cr presented in [34,35]. The details of the formulation of these matrices are described in
Section 4. The hydrodynamic matrices can be calculated for a range of finite frequencies and
the infinite frequency using boundary element softwares/routines such as NEMOH [36],
ANSYS Aqwa [37], and WAMIT [38].

In order to write the equation of motion in a compact state space form, we define the
state vectors as follows:

x⃗ = [⃗x1, x⃗2, x⃗r, x3]
T

where the vector x⃗1 = [x11, x12, x13, ..., x1n]
T is the displacement vector of the array,

x⃗2 = [ẋ21, ẋ22, ẋ23, ..., ẋ2n]
T is the vector of velocities of all devices, and x⃗r = [⃗xr1, x⃗r2, x⃗r3, ..., x⃗rn]T

is a vector containing vectors of radiation states associated with each device in the array,
and because the system is a non-autonomous system, the time variable is considered as
state x3 [24]. The state-space form of the equations of motion can now be written as:

˙⃗x1
˙⃗x2
˙⃗xr
ẋ3

 = A


x⃗1
x⃗2
x⃗r
x3

− Bu⃗ + B f⃗e(x3) +

[
0(2n+4n2)×1

1

]
(4)

where,

B =


0n×n

−[M + M∞]−1
n×n

0⃗4n2×1
0⃗1×n

 (5)

A =


0n×n In×n 0n×4n2 0⃗n×1

[−[M + M∞]−1Kh]n×n 0n×n [−[M + M∞]−1[Crn×4n2 ] 0⃗n×1
04n2×n Br4n2×n Ar4n2×4n2 04n2×1
0⃗1×n 0⃗1×n 0⃗1×4n2 01×1

 (6)
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3. Optimal Control Formulation

The optimal control problem formulated in this section can be posed as finding the
optimal control force for each device in the array such that the power from the overall
array is maximized. The power from an individual device is computed as the product
of the corresponding PTO control force u and the velocity of the associated floater x2. To
compute the total power in an array of WECs, power extracted by all devices is summed
up to compute the cumulative power from the array. In the current formulation, the
optimal control is such that the linear and nonlinear constraints are not violated. The power
maximizing objective function for an array containing N number of devices can be written
as [29,30]:

Min : J =
∫ t f

0

N

∑
n=1

−un(t)xn
2 (t)dt (7)

Subject to Equation (4),
and the constraints,

−Υ⃗ ≤ u⃗ ≤ Υ⃗ (8)

u⃗ ◦ x⃗2 ≥ −ϵ⃗ (9)

where u⃗ ∈ RN×1
+ is the vector of PTO control force for the N-devices in the array, Υ⃗ ∈ RN×1

+
is the control force limit. ◦ is the Hadamard vector product (an element-wise vector
multiplication function) and ϵ⃗ ∈ RN×1

+ is a column vector of maximum reactive power
availed by the PTO values. Following [39], we introduce a slack variable that allows
for the transformation of an optimal control problem featuring a scalar control and a
scalar inequality constraint into an unconstrained problem. Consequently, the inequality
constraint on the control force in Equation (8) can be reformulated as an equality constraint:

|u⃗|+ β⃗ = Υ⃗ (10)

where β⃗ is a positive slack variable. Likewise, the power constraint outlined in Equation (9)
can be expressed as an equality constraint by incorporating a positive slack variable α⃗,
resulting in:

u⃗ ◦ x⃗2 + α⃗ = ϵ⃗ (11)

The Hamiltonian function [40] for this control problem is defined as:

H = −u⃗T x⃗2 + λ⃗T
1 x⃗2 + λ3 + λ⃗

T
r (Ar x⃗r + Br x⃗2) +

λ⃗T
2

[M + M∞]

(
f⃗e − Cr x⃗r − Kh x⃗1 − u⃗

)
+

γ⃗T
1

(
|u⃗| − Υ⃗ + β⃗

)
+ γ⃗T

2 (−u⃗ ◦ x⃗2 − ϵ⃗ + α⃗) (12)

where the λ⃗1, λ⃗2, and λ⃗3 vectors are the co-states associated with the equations of motion,
and λ⃗r = [⃗λr1, λ⃗r2, λ⃗r3, ..., λ⃗rn]T are the co-states of the radiation states. Finally, γ⃗1 and
γ⃗2 are the co-state vectors associated with the PTO force constraint and the power con-
straint, respectively. Using the Pontryagin minimum principle, the necessary conditions for
optimality can be written as:

˙⃗λT
1 = λ⃗T

2 [M + M∞]−1Kh (13)

˙⃗λT
2 = −λ⃗T

1 − λ⃗
T
r Br + u⃗T + γ⃗1

T ◦ u⃗T (14)

˙⃗
λ

T
r = λ⃗T

2 [M + M∞]−1Cr − λ⃗r
T

Ar (15)
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λ̇3 = − 1
[M + M∞]

∂ f⃗e(x3)

∂x3
λ⃗T

2 (16)

Differentiating H with respect to u⃗, the stationary conditions on the control force are:

Hu = x⃗T
2 +

λ⃗T
2

[M + M∞]
+ γ⃗1

T ◦ x⃗T
2 = 0 (17)

As the Hamiltonian H exhibits linearity with respect to the control u, the necessary
conditions of optimality fail to provide an explicit expression for the control force u⃗. This
implies that the solution manifests as a singular arc control during certain time intervals.
If an optimal control exists as a singular arc at some time, the input that maximizes the
Hamiltonian is thus [24,41,42]:

u =


Υ, Hu > 0

u⃗sa, Hu = 0

−Υ, Hu < 0;

These necessary equations of optimality, stationary conditions, and equations of
motion are solved in the Laplace domain to obtain the singular arc control solution, u⃗sa.
For simplicity, if the initial condition of the states x⃗1(t0) = 0, x⃗2(t0) = 0, and x⃗r(t0) = 0,
then the resulting system of equations in the Laplace domain is:

X1(s) =
1
s

X2 (18)

sX1(s) = [M + M∞]−1[Fe(s)− CrX⃗r − KhX1 − U(s)] (19)

X⃗r(s) = [sI − Ar]
−1BrX2(s) (20)

Combining Equation (18), Equation (19), and Equation (20), the state X2(s) is solved as:

X2(s) = [s2[M + M∞] + s[Cr[sI − Ar]
−1Br] + Kh]

−1[s[Fe(s)− U(s)]] (21)

The displacement and the radiation states can be found by substituting the solution in
Equation (21) to Equations (18) and (20), respectively:

X1(s) = [s2[M + M∞] + s[Cr[sI − Ar]
−1Br] + Kh]

−1[Fe(s)− U(s)] (22)

X⃗r(s) = [[sI − Ar]
−1Br][s2[M + M∞] + s[Cr[sI − Ar]

−1Br] + Kh]
−1[s[Fe(s)− U(s)]] (23)

The Laplace domain transformation of the co-states equations, assuming arbitrary
initial conditions are λ⃗1(t0) = λ⃗10, λ⃗2(t0) = λ⃗20, and λ⃗r(t0) = λ⃗r0, is as follows:

λ⃗T
1 (s) =

1
s
[⃗λT

2 [M + M∞]−1Kh + λ⃗T
10] (24)

λ⃗T
2 (s) =

1
s
[UT(s) ◦ (⃗1 + γ⃗1

T)− λ⃗T
1 (s)− λ⃗T

r (s)Br + λ⃗T
20(s)] (25)

where 1⃗ is used as a notation for a 1 × 2 row vector of ones.

λ⃗
T
r (s) =

1
s
[⃗λT

2 (s)[M + M∞]−1Cr − λ⃗T
r (s)Ar + λ⃗T

r0(s)] (26)

Substitute Equations (24) and (26) into Equation (25) to solve for λ⃗2(s):

λ⃗T
2 (s) = [sUT(s) ◦ (⃗1 + γ⃗1

T)− λ⃗T
10 − s⃗λT

r0[sI − Ar]
−1Br + s⃗λT

20][s
2 I +

s[M + M∞]−1Cr[sI − Ar]
−1Br + [M + M∞]−1Kh]

−1 (27)
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Transform Equation (17) into Laplace domain, then combine with the co-state solution
in Equation (27):

λ⃗T
2 (s) = −(⃗1 + γ⃗1

T) ◦ XT
2 (s)[M + M∞] (28)

To simplify the presentation, let:

N1 = s⃗λT
20 − λ⃗T

10 − s⃗λT
r0[sI + Ar]

−1Br (29)

N2 = [s2 I + s[M + M∞]−1Cr[sI + Ar]
−1Br + [M + M∞]−1Kh]

−1 (30)

N3 = [s2[M + M∞] + s[Cr[sI − Ar]
−1Br] + Kh]

−1 (31)

Substitute for λ⃗T
2 (s) from Equation (28), and for X2(s) from Equation (21) into

Equation (28) to obtain:

[N3s(Fe(s)− U(s))]T = −sUT(s) ◦ (⃗1 + γ1
T)× N2[M + M∞]−1 + N1N2[M + M∞]−1 (32)

Rearrange Equation (32) to obtain the WEC array optimal control solution in the
Laplace domain as:

U(s) = U1(s) + U2(s) (33)

U1(s) = FT
e (s)NT

3 (s)
[
−N2[M + M∞]−1 + NT

3

]−1
(34)

U2(s) =
1
s
[(⃗1 + γ⃗1

T)N2[M + M∞]−1 + NT
3 ]

−1 × [N1N2[M + M∞]−1]

U2(s) is a function of only the initial conditions of the co-states; hence it can be
dropped from the steady-state optimal control solution. The steady-state control solution is
obtained as:

U(s) = [s[Cr(sI + Ar)
−1Br − Cr(sI − Ar)

−1Br]]
−1

×[s2(M + M∞) + s[Cr(sI + Ar)
−1Br] + Kh]Fe(s)

(35)

The optimal control U(s) is a function of the excitation Fe(s) and the radiation state-
space matrices. The inverse Laplace transform results in the time domain solution that
includes unstable terms; the optimal steady-state control solution is obtained by dropping
the unstable and transient terms. The time-domain singular arc solution is saturated by the
maximum control force limit when the constraints are violated.

4. Numerical Simulations

To evaluate the performance of the controller developed in Section 3, an array of
three identical cylindrical buoys is used, each with a radius of 2 m and draft of 3 m. The
devices are laid out as in Figure 1.

The Bretschneider spectrum is considered for the generation of irregular waves with a
peak period of Tp = 4.5 s, and significant wave height Hs = 0.556 m. The Bretschneider
ocean wave spectrum can be computed as:

S(ω) =
5

16

ω4
p

ω5 H2
s e−5ω4

p/4ω4
(36)

where ω is frequency in radians per second, ωp is the significant frequency of the wave, and
Hs is the significant wave height. The wave spectrum as a function of the wave frequency is
plotted in Figure 2. Nemoh BEM solver is employed to compute the exact hydrodynamics
for 256 equally spaced frequencies between 0.1 and 3.50 rad/s. The hydrodynamic coef-
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ficients of the array are plotted in Figures 3–5. The effect of the interactions between the
devices is more noticeable in the plot of the excitation coefficients, with the forces on device
one consistently larger than on the two trailing devices at all frequencies. An optimal
damping control (DC) with constant PTO damping and a bang–bang control (BB) were
used for comparison. The damping coefficients for the damping control were tuned for
maximum performance on the same wave profile. The maximum limit of the control force
provided by all PTO units is Υ⃗ = 0.1 × Fe ≈ 9 × 103 N.

We consider three possible formulations of the control:

1. An optimal control formulation with no power constraint but with a constraint on the
PTO control force;

2. A passive optimal control formulation where the constraint is to allow only unidirec-
tional power flow (⃗ϵ = 0) and a constraint on the PTO control force;

3. A optimal control formulation where the constraint on the power flow allows for a
finite negative power flow (⃗ϵ ≥ 0) and a constraint on the PTO control force.

Figure 1. Layout of the devices in the array.

Wave spectrum

Figure 2. Wave spectrum for the considered sea state.
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0 0.5 1 1.5 2 2.5 3 3.5

1.4

1.5

1.6

1.7

1.8

1.9

2
10

4 Added mass coefficients

Device-1

Device-2

Device-3

Figure 4. Added mass coefficients of the 3 devices.

0 0.5 1 1.5 2 2.5 3 3.5

-500

0

500

1000

1500

2000

2500

3000

3500

4000
Radiation damping coefficients

Device-1

Device-2

Device-3

Figure 5. Radiation coefficients of the 3 devices.



J. Mar. Sci. Eng. 2024, 12, 104 10 of 18

4.1. No Power Constraint

It is important to highlight the need for the constraint on the power flow direction. In
the current control formulation, only a linear constraint on the maximum control force is
considered. The trajectory of the control force is shown in Figure 6; as can be observed,
there is no violation force limit. In this figure and the following ones, it should be noted
that the plot of buoys 2 and 3 are overlaid due to the symmetry of the layout along the
direction of the incoming wave.
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Figure 6. Control force of the power take-off units and power extracted by individual devices in
the array.

The power produced by each device in the array and the total energy output of the
WECs are presented in Figures 6 and 7.

The power extracted by the leading devices is relatively more significant than that
extracted by the trailing devices. When above zero, the power curves represent the useful
power extracted by the WEC; the negative power is the reactive component of the power.
While a high magnitude of power is generated as shown in Figure 8, the overall energy
harvested is not always in an upward trend due to the reactive component of the power.
A PTO capable of extracting and returning the magnitude of power from/to the wave
will be complex and expensive, if not impossible. For this reason and more, a constraint
that accounts for the limitation on reactive power capability is needed for a practically
implementable control formulation. The power flow in the array can be constrained to be
unidirectional, with power flowing in the dissipative direction. However, eliminating the
reactive power flow will limit the overall possible extracted power. A more optimal formu-
lation would be to take advantage of the reactive power (if available) without exceeding
the PTO system limit ϵ⃗ as formulated in Section 3. These variations in the power constraint
are investigated in the following subsections.
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Figure 7. Total energy extracted by all the devices in the array.
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Figure 8. Cumulative power extracted by all the devices in the array.

4.2. No Reactive Power ϵ⃗ = 0

The reactive power capability of a non-ideal PTO is limited, if not non-existent. The
optimal control solution of the formulation where the constraint on power is included is
here referred to as the Power-Constrained Bang-Singular-Bang (PCBSB) control. This first
variation is a formulation that eliminates reactive power, that is, ϵ⃗ = 0 W. This positive
power formulation is compared with two other passive controls: an optimal tuned damping
control (DC) and a bang–bang (BB) control, both being passive control formulations. The
wave condition is the same as in the previous section. The constraint on the maximum
control force provided by all PTO remains Υ⃗ = 9 × 103 N.
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The displacements and velocities experienced by the devices when controlled by the
DC, BB, and the developed PCBSB control are plotted in Figures 9 and 10, respectively.
Figure 11 shows the total combined power from the array. The DC, BB, and the current for-
mulation of the PCBSB, all being passive controls, do not require reactive power. Therefore,
the power curve does not go below zero. Figure 12 shows the trajectory of the DC, BB, and
PCBSB controls when implemented on the array. The BB control is an on–off controller,
which can only take one of two fixed-value switches between the maximum and minimum
limits of the control force. The PCBSB control, on the other hand, has an SA solution when
the force saturation and power constraints are not violated.
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Figure 9. Displacement of all buoys when being controlled using damping control, bang–bang control,
and the power-constrained bang-singular-bang control.
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Figure 10. Velocity of all buoys when being controlled using damping control, bang–bang control,
and the power-constrained bang-singular-bang control.
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Figure 11. Power extracted by all devices when being controlled using damping control, bang–bang
control, and the power-constrained bang-singular-bang control.
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Figure 12. Control force trajectory of the PTO values when being controlled using damping control,
bang–bang control, and the power-constrained bang-singular-bang control.

As observed in Figure 13, the overall energy harvested using PCBSB control is sig-
nificantly higher than that of both DC and BB controls. A 5.11% and 12.36% increase in
overall energy extracted from the array was achieved using the PCBSB compared with BB
and DC control, respectively. The performance of the PCBSB can be further improved by
assuming the PTO has the capability to provide a finite amount of reactive power capability.
To further understand the performance of the controllers, the non-dimensional capture
width ratio (CWR) is computed. CWR is defined as [30]:

CWR =
Pabsorbed

Pwave
=

1
2r

Pav/N
Pwave



J. Mar. Sci. Eng. 2024, 12, 104 14 of 18

where Pwave =
1
2 ρg

∫ ωmax
ωmin

S(ω)
ω dω is the incident irregular wave power flux [43], Pav is the

time-averaged total power from the array, r is the device radius, and N is the number of
devices in the array. The CWRs of the devices when the array is controlled using DC, BB,
and PCBSB controls are 0.2890, 0.3088, and 0.3247, respectively.
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Figure 13. Total energy extracted from the waves when the devices are being controlled using
damping control, bang–bang control, and the power-constrained bang-singular-bang control.

4.3. Finite Reactive Power ϵ⃗ ≥ 0

In this formulation, the PCBSB solution allows for a set finite amount of reactive power,
that is, ϵ⃗ ≥ 0 W. We assume a reactive power limit, ϵ⃗ = 0.5 × 104 W is tested with the
same wave condition and maximum control constraint considered in the previous section.
The improvements are measured against the passive DC and BB controls.

In Figure 14, the total power generated by the device when controlled using DC and
BB is plotted in the top plot, and the power generated by the individual devices when
controlled using the PCBSB is plotted in the lower plot for clarity. It can be observed that
the PCBSB power plot goes below the zero line but without exceeding the set limit. Similar
to the passive power constraint formulation in the preceding section, Figure 15 shows the
trajectory of the PCBSB control when implemented on the array being an SA solution when
the force saturation and power constraints are not violated.

150 155 160 165 170 175 180 185 190 195 200

Time(s)

0

0.5

1

1.5

2

P
o

w
e

r(
w

)

10
4 Total Power DC, BB

DC Power

BB Power

150 155 160 165 170 175 180 185 190 195 200

Time(s)

-1

0

1

2

P
o

w
e

r(
w

)

10
4 PCBSB Power

Bouy-1

Bouy-2

Bouy-3

Figure 14. Power extracted using PTO units when being controlled using damping control, bang–bang
control, and the power-constrained bang-singular-bang control.
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Figure 15. Control force trajectories when being controlled using damping control, bang–bang control,
and the power-constrained bang-singular-bang control.

An overall increase in energy harvested of 24.14% is achieved using PCBSB control
compared with BB control is presented in Figure 16. The energy extraction can be further
improved by increasing the reactive power capability, although, as the reactive power
threshold grows towards that required by the singular arc control, so does the complexity
of the PTO system. The CWR of the array when being controlled using the PCBSB control
is improved to 0.3832.
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Figure 16. Total energy extracted by the devices when being controlled using damping control,
bang–bang control, and the power-constrained bang-singular-bang control with ϵ⃗ = 0.5 × 104 W.
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5. Conclusions

In this paper, we proposed constrained optimal control formulation for an array
of WECs. The control with linear and nonlinear constraints on PTO control force and
power flow direction was derived analytically within the context of optimal control theory
for an array of WECs with irregular excitation. To test the performance of the control,
three formulations were tested: I) the performance of the control solution when the only
constraint is on the PTO force (this was investigated to demonstrate the need for power
constraints), II) the unidirectional power-constrained control, and III) the formulation that
allows for finite reactive power. The performance of the controls was compared to optimally
tuned damping control (DC) and bang–bang (BB) control.

Through simulations, we showed the reactive power requirements of the uncon-
strained reactive control formulation. Then, the performance of the optimal control solu-
tion when it is assumed to have no reactive power was compared with damping control
and bang–bang control. Finally, we tested a formulation that allows for an arbitrary
amount of limited reactive power in order to demonstrate the capabilities of the control
to handle varying amounts of reactive power. Overall, the proposed power-constrained
bang-singular-bang control was found to exhibit optimal energy extraction by leveraging
the hydrodynamic coupling between the devices to maximize the power output. Future
research will concentrate on testing the control formulation on a test array in a wave tank.
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