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Abstract: As crucial technology in the auto-navigation of unmanned surface vehicles (USVs), path-
planning methods have attracted scholars’ attention. Given the limitations of White Shark Optimizer
(WSO), such as convergence deceleration, time consumption, and nonstandard dynamic action, an
improved WSO combined with the dynamic window approach (DWA) is proposed in this paper,
named IWSO-DWA. First, circle chaotic mapping, adaptive weight factor and the simplex method
are used to improve the initial solution and spatial search efficiency and accelerate the convergence
of the algorithm. Second, optimal path information planned by the improved WSO is put into the
DWA to enhance the USV’s navigation performance. Finally, the COLREGs rules are added to the
global dynamic optimal path planning method to ensure the USV’s safe navigation. Compared with
the WSO, the experimental simulation results demonstrate that the path length cost, steering cost and
time cost of the proposed method are decreased by 13.66%, 18.78% and 79.08%, respectively, and the
improvement in path smoothness cost amounts to 19.85%. Not only can the proposed IWSO-DWA
plan an optimal global navigation path in an intricate marine environment, but it can also help a USV
avoid other ships dynamically in real time and meets the COLREGs rules.

Keywords: circle chaotic mapping; simplex method; White Shark Optimizer; dynamic window
approach; COLREGs rules; path planning method

1. Introduction

As small surface vehicles with autonomous navigation capability, USVs are widely
used in maritime patrolling, resource exploration and marine rescue [1]. Comprehensively
considering conditions such as reefs, water depth and no-sail areas, planning safe and
efficient routes for USVs in a complex marine environment has gradually become a hot
topic for scholars [2]. To address USV path planning issues in real marine environments,
Sing et al. [3] improved the Dijkstra method and planned a global navigation path in a
workspace with dynamic and static obstacles. However, the algorithm has high compu-
tational complexity and slow path search efficiency. Rui et al. [4] presented an enhanced
A-star algorithm for USV path planning. The algorithm has three path smoothers, which
are capable of generating a smooth and continuous path in a marine environment, but
are not capable of avoiding moving obstacles in real time. Recently, some nature-inspired
meta-heuristic algorithms have gradually been adopted in USV path planning. Guo et al. [5]
presented an enhanced particle swarm optimization (PSO) algorithm to plan a global USV
path that could avoid collisions. Cui et al. [6] enhanced the ant colony algorithm (ACO)
and implemented it in USV path planning. Ma Y. et al. [7] presented a dynamic enhanced
PSO, which constrained USV path planning in terms of three aspects: collision avoidance,
boundary movement and speed. Sahoo et al. [8] combined the advantages of the grey
wolf algorithm (GWO) and the genetic algorithm (GA) and proposed a hybrid grey wolf
algorithm (HGWO) for path planning and obstacle avoidance of autonomous underwater
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vehicles (AUVs). Gu et al. [9] proposed an improved RRT algorithm for ship path planning,
which clustered the data from an automatic identification system (AIS) and then improved
the sampling strategy to accelerate convergence. The improved Douglas–Peucker (DP) and
RRT algorithms are combined to optimize paths. Ma D. et al. [10] presented an enhanced
Gaussian pseudospectral method (RGPM) for continuous optimal control of USVs, which
can obtain an optimal smooth path. Han et al. [11] introduced a mixed approach to path
planning based on enhanced Theta* and the DWA. Theta* was utilized to globally plan
an optimal path and then the improved DWA was used to enhance the vehicle’s dynamic
collision avoidance ability. Wang et al. [12] improved the velocity obstacle method (VO) and
integrated it into the set-based guidance (SBG) framework to establish a dynamic collision
avoidance (DCA) model known as USV-DCA. In order to respond to the dynamic ocean
environment, Hu et al. [13] applied the A-Star algorithm and DWA method to safe USV
navigation, and the real-time collision avoidance behavior of USVs conforms to COLREGs
rules. Zhao et al. [14] put forward an adaptive elite GA with fuzzy inference (AEGAfi),
which can control the USVs to optimize its global trajectory, and its dynamic behavior
conforms to COLREGs. Li et al. [15] combined the artificial potential field (APF) with the
ACO and proposed an improved APF-ACO algorithm, which overcame the local optimum
shortcomings in the APF method, and achieved the path planning and collision avoid-
ance of ships. Hao et al. [16] proposed a dynamic fast Q-learning algorithm (DFQL) to
plan global USV paths in known marine environments. The algorithm initializes the Q
table in combination with the APF method and provides static and dynamic rewards to
motivate the USV to move toward the target point. Guo S. et al. [17] proposed a model
based on deep reinforcement learning, which combined the Depth Deterministic Strategy
Gradient (DDPG) algorithm with the APF method for autonomous path planning of USVs.
Sang et al. [18] proposed an improved APF method and combined it with the A-Star
algorithm for the formation control and path planning of the USVs.

These above researchers have carried out commendable work, however, there are still
some existing problems such as falling into local optimum, time consumption and lack of
smoothness in the planned path. White Shark Optimizer (WSO) is an innovative intelligent
method that was developed in 2022 to imitate the foraging behavior of white sharks.
Compared to other nature-inspired methods such as Butterfly Optimization Algorithm
(BOA) [19], Grey Wolf Optimizer (GWO) [20], Manta Ray Foraging Optimizer (MRFO) [21],
Whale Optimization Algorithm (WOA) [22] and Sparrow Search Algorithm (SSA) [23], the
WSO algorithm offers the benefits of simplicity, high flexibility, strong robustness and rapid
convergence [24]. However, since the population of WSO is not rich enough in its initial
stage, it will decelerate the convergence in later iterations, and the risk of being caught in
a local optimum should be considered. Therefore, the traditional WSO algorithm needs
to be further improved. In line with the above research, this study focuses on innovative
improvements and applications of WSO. When the previous literature is reviewed, the
research on combining the improved WSO and DWA to solve the optimal USV path
planning problem has not been found. To overcome the limitations of the traditional WSO
algorithm, guide the USV to plan its global optimal path and avoid the obstacles in time,
this paper proposes an enhanced WSO algorithm named IWSO-DWA, which combines the
advanced techniques of circle chaotic mapping, adaptive weight factor, the simplex method
and the DWA. First of all, the population of white sharks is initialized by using circle chaotic
mapping to increase its diversity and speed up the algorithm’s convergence. Secondly, the
adaptive weight factor method is used to update the location of the best white shark, which
maintains a balance between both exploration and exploitation to promote the algorithm’s
capacity. Then, the simplex method is adopted to refresh the location of white sharks as
they move toward the best white shark, so as to enhance the ability of escaping the local
optimal value. Finally, the enhanced DWA is utilized for avoiding obstacles dynamically.
Furthermore, the azimuth evaluation function of the DWA is improved to incorporate
the COLREGs rules for dynamic obstacle avoidance. By combining the improved WSO
algorithm with the improved DWA method, the USV can not only sail along the optimal
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path, but also avoid other obstacle ships regularly in real time, and its dynamic behavior
conforms to the COLREGs rule.

The following are the primary contributions of this paper:

1. Aiming at insufficient search ability caused by uneven population distribution of the
WSO, the white shark population is initialized by using circle chaotic mapping to
enrich the diversity and enhance the initial solution quality of the algorithm.

2. In the proposed IWSO, the adaptive weight factor is utilized to refresh the best white
shark’s location to balance the exploration and exploitation capacity.

3. To address the issue that the WSO slips into the regional optimum easily in the later
iteration, the simplex method is used to update the other white sharks’ movement
position toward the best white shark, which increases the probability of breaking out
the local optimum.

4. An innovative fusion method known as the IWSO-DWA algorithm is created by
combining the improved WSO with the enhanced DWA. The proposed IWSO-DWA
can not only plan a global optimal path of navigation in an intricate marine envi-
ronment, but also can help USV avoid the other ships dynamically in real time and
meet the COLREGs.

The rest of this paper is arranged as follows: Section 2 introduces the WSO algorithm
and its improvement with multi-strategies innovatively. Then, in Section 3, both the
standard DWA and its enhancement are presented. Section 4 introduces a novel global
optimal path planning method called IWSO-DWA. The experimental simulation results
of the IWSO-DWA are presented in Section 5, which also includes a comparison of its
performance advantages with those of conventional algorithms. Section 6 concludes the
research and outlines future work.

2. White Shark Optimizer and Its Improvement
2.1. Traditional White Shark Optimizer (WSO)

The White Shark Optimizer, a novel nature-inspired algorithm introduced in 2022,
mimics the foraging behavior of white sharks. The WSO has the superiorities of sim-
plicity, high flexibility and strong robustness. However, it also has certain drawbacks,
including population diversity deficiency, limited search range and a tendency to slip into
the regional optimum.

Assume that the set matrix of the white shark population is:

W = [w1, w2, w3, . . . , wn]
T , wi = [wi,1, wi,2, wi,3, . . . , wi,d] (1)

Let n denote the number of white sharks, with i = (1,2, . . . ,n). The dimension of the
problem definition is represented by the variable d.

According to Equation (1), the fitness function of white sharks is expressed as follows:

F(w) = [ f (w1), f (w2), . . . , f (wn)]
T (2)

where f (wi) = [ f (wi,1), f (wi,2), . . . , f (wi,d)]. The i-th white shark’s fitness value is repre-
sented by f (wi). The white shark population’s fitness value is denoted by F(w).

In the traditional WSO algorithm, white sharks search for prey extensively through
their sensitive hearing, smell and sight. While prey is moving in the sea, it will produce
hesitation of the waves and special smells. Once a white shark perceives the prey’s po-
sition, it approaches the prey in a wave motion. The white sharks’ motion speed can be
expressed as follows:

vi
k+1 = µ[vi

k + p1(ωgbestk
−ωi

k)× c1 + p2(ω
vi

k
best −ωi

k)× c2] (3)

where k denotes the current iterations. vi
k+1 is the i-th white shark’s new velocity vector

in (k + 1)-th iteration. vi
k is the i-th white shark’s current velocity vector in k-th iteration.
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ωgbestk
denotes the white shark’s global optimal position. In the k-th step, the i-th white

shark’s current position is denoted by ωi
k. The i-th optimal known position in the white

shark population is denoted by ω
vi

k
best. c1 and c2 are selected from [0,1] randomly. vi

k denotes
the white sharks’ i-th index vector when they have reached their optimal location.

Great white sharks usually hunt for food in the ocean’s depths randomly. What is
more, great white sharks approach the optimal prey’s location. The location of white sharks
near the optimal prey is updated as follows:

ωi
k+1 =

{
ωi

k · ¬ ⊕ω0 + u · a + l · b; rand < mv
ωi

k + vi
k/ f ; rand ≥ mv

(4)

where ωi
k+1 represents the new position of i-th white shark. ¬ is a negation operator. The

search space bound is indicated by l and u. mv represents the increasing movement force of
the white shark as it approaches its prey. a,b and ω0 represent the vector in one dimension.

The best white shark is closely situated to the optimal prey. By using fish school
behavior, all white sharks will migrate towards the best white shark, and the position is
updated as follows:

ω′ ik+1 = ωgbestk
+ r1

→
Dωsgn(r2 − 0.5), r3 < ss (5)

where ω′ ik+1 denotes the i-th white shark’s position relative to the prey. sgn(r2− 0.5) stands

for the search direction of the white shark.
→
Dω stands for the distance between the white

shark and its prey. ss stands for the strength of white sharks’ sense organs. R1, r2 and r3 are
selected from [0,1] randomly.

The fish school behavior of the traditional WSO algorithm can be expressed as follows:

ωi
k+1 =

ωi
k + ω′ ik+1

2× rand
(6)

where the related variables have been explained in Equations (3) and (5), so they will not
be described here again.

The flow chart of the traditional WSO algorithm is depicted in Figure 1.
To sum up, the traditional WSO algorithm exhibits the following limitations:

1. Since the white shark’s initialization population is created randomly, it is prone to
problems such as uneven population distribution, poor diversity and low quality of
the initial solution, which will not only decelerate the convergence, but also may fall
into local optimum.

2. Since white sharks hunt for prey amid the ocean’s depths randomly, they may not be
close enough to the optimal prey, which will lead to an imbalance in both exploration
and exploitation capacity.

3. In the fish school behavior, other white sharks’ position may not be optimal to the
best white shark, which will slip into the regional optimum easily.
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2.2. Improved White Shark Optimizer (IWSO)

Due to the traditional WSO algorithm’s drawbacks, the following aspects will be
improved in this paper:

1. Considering the shortcomings of the WSO, such as uneven distribution and insufficient
diversity of the population, a circle chaotic mapping algorithm is used to initialize the
white shark population, thus further improving the quality of the initial solution.

2. To address the imbalance of exploration and exploitation capacity, the adaptive weight
factor method is utilized to update the best white shark’s position so that it can
strengthen the balance between the exploration and exploitation capability.

3. To deal with the issue that the WSO slips into the regional optimum easily, the simplex
method is utilized to update the other great white sharks’ position near the best white
shark to increase the possibility of the algorithm escaping the local region.

2.2.1. Circle Chaotic Mapping

Circle chaotic mapping has gained considerable attention owing to its simple structure
and strong uniformity. It exhibits complex, unpredictable and random behaviors, and
is often employed to enhance the diversity of the population. Circle chaotic mapping
outperforms other kinds of chaotic mappings like logistic chaotic mapping and tent chaotic
mapping in terms of ergodic uniformity, randomness and diversity.

In the traditional WSO algorithm, the initialization population of white sharks is gen-
erated randomly, which may lead to the disadvantages of uneven population distribution,
poor diversity and slipping into the regional optimum easily in the later iteration. For this,
the circle chaotic mapping method is employed to generate the initial circle population of
white sharks, which is then combined with a random population. The resulting group is
evaluated, and the best sharks are selected to form the optimal white shark population of
the next generation. The optimized white shark individuals are more similar to the initial
optimal solution than the sharks in the random population and initial circle population,
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which evens out white shark population distribution, broadens the algorithm’s search
range and improves its efficacy.

Let wi denote the individuals within the white shark population, and then the initial-
ization formula for the white shark population using the circle chaotic mapping method
can be expressed as follows [25]:

wi+1 = mod(wi + 0.2− 0.5
2π
· sin(2π · wi), 1) (7)

where mod indicates remainder.

2.2.2. Adaptive Weight Factor

When white sharks hunt for prey amid the ocean’s depths randomly, they may not be
close enough to the optimal prey, which may lead to an imbalance between exploration
and exploitation. So, the adaptive weight factor is used to update the best white shark’s
position in this paper, which makes the algorithm have outstanding exploration ability in
the earlier iteration and excellent exploitation ability in the later iteration. By introducing
the adaptive weight factor in the process of white shark hunting prey, it is beneficial to
balance the capacity for both exploration and exploitation. The adaptive weight factor
proposed in this paper is expressed as follows:

α = 0.2 +
1

0.6 + e(− f (wi)/µ′)k (8)

where f (wi) represents the i-th white shark’s fitness value. µ′ represents the white shark’s
best fitness value in the first iteration. α is the dynamic nonlinear factor, which is used to
update the best white shark’s position. The refined formula is presented below:

ωi
k+1 =

{
α ·ωi

k · ¬ ⊕ω0 + u · a + l · b; rand < mv
(1− α) ·ωi

k + vi
k/ f ; rand ≥ mv

(9)

As can be seen from the formula, the best white shark’s position is adjusted by the
adaptive weight factor adaptively, so that the capacity for both exploration and exploitation
can be balanced.

2.2.3. Simplex Method

The simplex method is a direct search algorithm for optimizing multi-dimensional
unconstrained problems proposed by Nelder et al. [26] in 1965. The algorithm takes
d + 1 points in d-dimensional space to form a simplex and then calculates the function
value of its vertices. The sub-optimal points are obtained by internal compression, external
compression, reflection and expansion of the worst point of the simplex. Then, the worst
point of the simplex is replaced by the sub-optimal point, and the simplex is reconstructed
to approach the global optimum continuously [27]. Since the simplex method is not affected
by the continuity and derivability of the objective function, it has an excellent optimization
ability, thus improving its capacity to break out the regional optimum. For this, the simplex
method is utilized to update the other white sharks’ location in the fish school behavior, so
as to urge them to approach the best white shark continuously and make their positions
close to the global optimum, which accelerates the convergence to the optimal solution and
enables it to overcome regional optimum. The diagram of the optimization process for the
simplex method is shown in Figure 2.
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As is shown in the figure, the optimization steps of the simplex method can be
summarized as follows:

Step 1: Ranking and evaluating. All individuals of the white shark population in the
d-dimensional space were ranked and evaluated for fitness values, and the current best
white shark xg, the second best white shark xb and the abandoned white shark xs will be
selected, which is expressed as follows:

f (xd+1) ≥ . . . ≥ f (xb) ≥ f (xc) = f (
xg + xb

2
) ≥ f (xg) ≥ f (x1) (10)

Step 2: Reflection. Performing a reflection operation to obtain a reflection point xr.
The formula of reflection operation is:

xr = (1 + δ) · xc − δ · xs (11)

Here, xr refers to the reflective point obtained from xs. δ is the reflective factor, typically set
at 1.

Step 3: Expansion. If f (xg) > f (xr), the expansion process is carried out to obtain the
expansion point xe. The basic formula of expansion operation is as follows:

xe = (1− χ) · xc + χ · xr (12)

where χ is the expansion factor. If f (xe) > f (xr), substitutes xr for xs.
Step 4: Outside Contraction. When f (xr) < f (xs), the outside contraction point xoc

can be obtained by the outside contraction operation, which can be expressed as follows:

xoc = xc + φ · (xr − xc) (13)

where φ is the contraction coefficient. If f (xr) > f (xoc), substitutes xoc for xs.
Step 5: Inside Contraction. If f (xs) < f (xr), the inside contraction operation can be

expressed as follows:
xic = xc − φ · (xr − xc) (14)

where xic is the inside contraction point. If f (xic) < f (xs), substitutes xic for xs.
Step 6: Shrinkage. For vertices xi in d-dimensional space, the shrinkage operation is

expressed as follows:
xi = x1 + ξ · (xi − x1) (15)

where ξ is the shrinkage coefficient.
After optimization by the simplex method, the position of the white shark individuals

is closer to global optimum, which helps improve the probability of the algorithm breaking
out the regional optimum.
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2.2.4. Performance of IWSO on IEEE CEC-2005

In this paper, a series of advanced strategies such as circle chaotic mapping, adaptive
weight factor method and simplex method is used to enhance the WSO. Moreover, the
CEC-2005 test suite is used to verify the improved effect of the presented IWSO and its
outstanding performance. CEC-2005 is a test suite containing several challenging benchmark
functions, which has a large number of local optimal solutions, so it could be used to simulate
the complexity of real search space and further verify the IWSO’s capability and reliability.
The presented IWSO is compared with WSO and other five highly respected meta-heuristic
algorithms such as BOA, GWO, MRFO, WOA and SSA over 25 independent runs in some
benchmark functions of CEC-2005. The population size of the IWSO and other algorithms
is set to 300, and the search agent is set to 50. The experimental simulation results are
displayed in Table 1.

Table 1. Optimization results of IWSO and other algorithms (BOA,GWO,MRFO,WOA,SSA,WSO)
running on the CEC-2005 test function.

Function BOA GWO MRFO WOA SSA WSO IWSO

F1

Best 9.16 × 10−6 7.19 × 10−20 2.40 × 10−269 2.20 × 10−55 0.00 × 100 7.21 × 101 0.00 × 100

Worst 2.99 × 10−5 7.00 × 10−18 2.73 × 10−255 8.42 × 10−49 2.26 × 10−175 3.75 × 102 0.00 × 100

Mean 2.00 × 10−5 1.80 × 10−18 1.20 × 10−256 3.44 × 10−50 9.03 × 10−177 2.25 × 102 0.00 × 100

Std 5.34 × 10−6 1.85 × 10−18 0.00 × 100 1.68 × 10−49 0.00 × 100 7.07 × 101 0.00 × 100

F2

Best 1.85 × 10−8 8.05 × 10−12 1.14 × 10−136 1.40 × 10−35 0.00 × 100 2.78 × 100 0.00 × 100

Worst 5.21 × 10−1 6.99 × 10−11 5.96 × 10−127 1.04 × 10−31 2.31 × 10−61 7.02 × 100 0.00 × 100

Mean 5.52 × 10−2 1.75 × 10−11 2.71 × 10−128 1.28 × 10−32 9.24 × 10−63 4.94 × 100 0.00 × 100

Std 1.31 × 10−1 1.27 × 10−11 1.19 × 10−127 2.66 × 10−32 4.62 × 10−62 1.17 × 100 0.00 × 100

F3

Best 8.23 × 10−6 1.17 × 10−5 4.60 × 10−261 2.10 × 104 0.00 × 100 3.76 × 102 0.00 × 100

Worst 2.74 × 10−5 2.66 × 10−2 7.44 × 10−245 6.91 × 104 5.76 × 10−121 1.42 × 103 0.00 × 100

Mean 1.81 × 10−5 2.73 × 10−3 6.66 × 10−246 4.73 × 104 2.31 × 10−122 8.60 × 102 0.00 × 100

Std 4.48 × 10−6 5.69 × 10−3 0.00 × 100 1.27 × 104 1.15 × 10−121 2.75 × 102 0.00 × 100

F4

Best 1.14 × 10−3 1.54 × 10−5 1.10 × 10−136 3.57 × 10−2 0.00 × 100 6.73 × 100 0.00 × 100

Worst 2.66 × 10−3 2.81 × 10−4 7.69 × 10−122 8.50 × 101 8.76 × 10−97 1.17 × 101 0.00 × 100

Mean 1.81 × 10−3 8.91 × 10−5 3.25 × 10−123 4.22 × 101 3.51 × 10−98 9.04 × 100 0.00 × 100

Std 3.89 × 10−4 5.82 × 10−5 1.54 × 10−122 2.65 × 101 1.75 × 10−97 1.35 × 100 0.00 × 100

F5

Best 2.88 × 101 2.57 × 101 2.21 × 101 2.76 × 101 2.35 × 10−9 8.02 × 102 2.87 × 10−7

Worst 2.89 × 101 2.87 × 101 2.51 × 101 2.87 × 101 5.60 × 10−4 2.27 × 104 2.24 × 10−6

Mean 2.89 × 101 2.67 × 101 2.35 × 101 2.80 × 101 8.45 × 10−5 7.75 × 103 1.03 × 10−6

Std 2.47 × 10−2 7.96 × 10−1 5.87 × 10−1 3.10 × 10−1 1.50 × 10−4 5.41 × 103 1.06 × 10−6

F6

Best 3.48 × 100 9.60 × 10−5 3.32 × 10−9 7.01 × 10−2 1.99 × 10−10 5.18 × 101 9.98 × 10−9

Worst 6.28 × 100 1.36 × 100 1.71 × 10−7 9.51 × 10−1 2.22 × 10−6 4.60 × 102 2.35 × 10−8

Mean 4.98 × 100 6.08 × 10−1 2.70 × 10−8 3.29 × 10−1 4.36 × 10−7 2.50 × 102 1.88 × 10−8

Std 6.48 × 10−1 3.91 × 10−1 3.38 × 10−8 2.07 × 10−1 5.68 × 10−7 1.05 × 102 7.65 × 10−9

F7

Best 8.60 × 10−4 6.36 × 10−4 2.06 × 10−5 1.49 × 10−4 5.74 × 10−6 1.55 × 10−2 1.29 × 10−5

Worst 6.09 × 10−3 5.87 × 10−3 3.18 × 10−4 1.68 × 10−2 9.01 × 10−4 1.15 × 10−1 1.00 × 10−4

Mean 3.13 × 10−3 2.41 × 10−3 1.57 × 10−4 3.62 × 10−3 2.88 × 10−4 4.02 × 10−2 4.56 × 10−5

Std 1.28 × 10−3 1.24 × 10−3 8.72 × 10−5 3.36 × 10−3 2.25 × 10−4 2.27 × 10−2 4.74 × 10−5

F8

Best −1.71 × 107 −7.42 × 103 −9.41 × 103 −1.26 × 104 −1.26 × 104 −4.11 × 103 −1.23 × 104

Worst −6.46 × 104 −4.57 × 103 −7.32 × 103 −7.05 × 103 −5.63 × 103 −2.94 × 103 −1.22 × 104

Mean −1.48 × 106 −6.18 × 103 −8.51 × 103 −9.84 × 103 −8.76 × 103 −3.40 × 103 −1.23 × 104

Std 3.37 × 106 8.07 × 102 5.36 × 102 1.87 × 103 2.36 × 103 2.90 × 102 7.79 × 101
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Table 1. Cont.

Function BOA GWO MRFO WOA SSA WSO IWSO

F9

Best 3.42 × 10−8 1.65 × 10−12 0.00 × 100 0.00 × 100 0.00 × 100 3.12 × 101 0.00 × 100

Worst 3.58 × 10−4 2.03 × 101 0.00 × 100 5.68 × 10−14 0.00 × 100 1.73 × 102 0.00 × 100

Mean 2.50 × 10−5 7.42 × 100 0.00 × 100 2.27 × 10−15 0.00 × 100 1.15 × 102 0.00 × 100

Std 7.67 × 10−5 5.76 × 100 0.00 × 100 1.14 × 10−14 0.00 × 100 3.90 × 101 0.00 × 100

F10

Best 6.63 × 10−4 6.33 × 10−11 8.88 × 10−16 8.88 × 10−16 8.88 × 10−16 3.80 × 100 8.88 × 10−16

Worst 1.87 × 10−3 6.28 × 10−10 8.88 × 10−16 1.51 × 10−14 8.88 × 10−16 6.75 × 100 8.88 × 10−16

Mean 1.35 × 10−3 2.28 × 10−10 8.88 × 10−16 5.58 × 10−15 8.88 × 10−16 5.25 × 100 8.88 × 10−16

Std 2.77 × 10−4 1.38 × 10−10 0.00 × 100 2.85 × 10−15 0.00 × 100 7.50 × 10−1 0.00 × 100

The table presents the objective function values for the IWSO and other algorithms in
terms of their best, worst, average and standard deviation. Based on the results, it can be
concluded that the IWSO effectively identifies the global optimum solution for the majority
of the CEC-2005 test functions, and its standard deviation is smaller than that of the WSO
algorithm and the other five meta-heuristic algorithms, which shows that IWSO algorithm
is effective in improving WSO algorithm. Therefore, when solving complex optimization
problems, the proposed IWSO algorithm is robust and reliable.

3. Dynamic Window Approach and Its Improvement
3.1. USV Modeling

Since there are many parameters in the actual USV motion model, it may be difficult
to directly model it. Therefore, the following assumptions are used to simplify the USV
motion model [28].

1. USV is considered a rigid body with uniform mass distribution and no geometric
deformation.

2. The roll, pitch and heave motions of USV can be ignored.
3. The xz-plane of USV is symmetrical, and the center of mass lies in the geometric

symmetry plane.
4. During the voyage of USV, the temporal and spatial variability of ocean currents and

wind in the selected area is considered to be quasi-static.

For the DWA method, it is important to construct the motion model of USV first.
According to Ref. [29], the USV has restricted mobility and its motion trajectory can be
regarded as consisting of each small arc. If ∆t is very small, the motion of the USV may
be modeled as a uniform linear motion. In Ref. [30], USV’s motion planning problem can
be simplified to the motion of a rigid body with three freedom degrees (surge, sway and
yaw) in plane space. Based on the above analysis, ignoring the influence of wind and ocean
currents, USV’s model can be formulated as:

xt+1 − xt = vt · ∆t · cos θt
yt+1 − yt = vt · ∆t · sin θt

θt+1 − θt = ωt · ∆t
.
p = Rψ(ψ) · v.

ψ = r

(16)

where at time t, (xt, yt) and θt are the USV’s location and orientation, respectively. Similarly,
(xt+1, yt+1) and θt+1 represent the USV’s location and orientation at time t + 1, respectively.
vt represents the USV’s linear velocity at time t. ωt represents the USV’s angular velocity
at time t. p = [x, y]T stands for the USV’s spatial vector. v = [u, v]T represents the USV’s
velocity vector. Rψ(ψ) is a rotation matrix, which is expressed by the following formula:

Rψ(ψ) =

[
cos ψ − sin ψ
sin ψ cos ψ

]
(17)
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The USV’s motion model is displayed in Figure 3.
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3.2. Velocity Sampling

Due to countless groups (v, ω) in the domain of motion vectors, sampling these velocities
based on the real USV restrictions is required to obtain a workable velocity range [31].

1. Speed constraint: limited by the USV’s maximal and minimal velocity:

Vm = {(v, ω)|v ∈ [vmin, vmax], ω ∈ [ωmin, ωmax]} (18)

where the minimal and maximal linear velocities are represented by vmin and vmax, re-
spectively. The minimal and maximal angular velocities are represented by ωmin and
ωmax, respectively.

2. Dynamic constraint: influenced by the motor acceleration and deceleration perfor-
mance of USV, which is expressed as follows:

Vd =
{
(v, ω)

∣∣∣v ∈ [vg − v f
′ · ∆t, vg + ve

′ · ∆t] ∧ω ∈ [ωg −ω f
′ · ∆t, ωg + ωe

′ · ∆t]
}

(19)

where vg, ωg represents the USV’s current linear and angular velocity, respectively. ve
′, ωe

′

represent the USV’s maximal linear acceleration and maximal angular acceleration, re-
spectively. v f

′, ω f
′ represent the USV’s maximal linear deceleration and maximal angular

deceleration, respectively.

3. Braking distance constraint: To prevent the USV from colliding with other ships or
obstacles, the USV will be constrained by the braking distance, and the speed will be
reduced to zero within the braking distance according to its maximum deceleration.
The braking distance constraint is presented in the following formula:

Va =

{
(v, ω)

∣∣∣∣v ≤ √2 · dist(v, ω) · v f
′
∧ω ≤

√
2 · dist(v, ω) ·ω f

′}
(20)

where dist(v, ω) stands for the distance between the nearest obstacle to the USV and the
end of the deduced trajectory.

3.3. Evaluation Function and Its Improvement

After sampling the velocity of USV, the DWA method will deduce the trajectory based
on the sampled velocity, and the scoring mechanism is used to sort these trajectories, and the
greatest score trajectory will be selected as the final trajectory of USV. Among them, the scoring
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mechanism of the DWA method is composed of three functions, speed function, azimuth
evaluation function and obstacle distance function [32], which are expressed as follows:

F(v, ω) = α · vel(v, ω) + β · head(v, ω) + γ · dist(v, ω) (21)

where α, β and γ are the weight factor of the three functions. However, owing to the
absence of knowledge on the global path, the DWA method is prone to slip into the regional
optimum when encountering a complex marine environment. Therefore, global path
information planned by the IWSO will be incorporated into the enhanced DWA method, so
that the USV can break out the regional optimum.

Aiming at the shortcomings of the traditional DWA, some strategies are used to
improve it in this paper. Firstly, head(v, ω) is changed to the tangent angle between the
global optimal navigation path and the USV. Then, the current azimuth angle from the USV
to the nearest sub-target point can be expressed by the following formula:

θc = tan(
y2 − y1

x2 − x1
) · 180

◦

π
(22)

where θc represents the current azimuth of the USV. (x1, y1) represents the current position
coordinates of USV. (x2, y2) represents the position coordinates of the sub-target point
nearest the USV. What is more, the improved azimuth cost function is expressed as follows:

head′(v, ω) = |θc − θst| (23)

where θst represents the azimuth between the predicted trajectory and the target point.
The improved azimuth evaluation function can guide USV along the global optimal path
planned by the IWSO while avoiding other obstacle ships or dynamic obstacles.

Secondly, in order to hasten USV arrival at the target point, the distance cost function
within the USV’s present location and the sub-target point is constructed, which is expressed
as follows:

path(v, ω) =

√
(xE − xST)

2 + (yE − yST)
2 (24)

where (xE, yE) represents the sub-target point coordinates. (xST , yST) represents the current
predicted trajectory coordinates.

To sum up, the assessment function for the enhanced DWA is:

F′(v, ω) = σ(α · vel(v, ω) + β · head′(v, ω) + γ · dist(v, ω) + η · path(v, ω)) (25)

where σ represents the smoothing factor. η represents path cost weight coefficient.

4. The Proposed Fusion Algorithm IWSO-DWA

To further smooth the USV’s navigation path and endow it with the ability of real-
time dynamic collision avoidance, this paper combines the proposed IWSO algorithm
with the improved DWA method and proposes a novel global dynamic optimal path
planning method, which is named IWSO-DWA. Due to the complex maritime navigation
environment and many ships coming and going, the COLREGs is introduced in this paper
to construct the collision avoidance model of USV, so that it can avoid other obstacle ships
reasonably while navigating along the optimal path globally. The pseudo-code of the
proposed IWSO-DWA is illustrated in Algorithm 1.
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Algorithm 1: IWSO-DWA

Input:
The set of population size: P;
The map information: G;
The maximum number of iterations: K.
Output: Optimal navigation path.
1. Initializing population by circle chaotic mapping;
2. While k < K do
3. Updating the parameters of WSO;
4. Identifying the current optimal solution;
5. for i = 1 to P do
6. Updating the motion velocity of white sharks;
7. end for
8. for i = 1 to P do
9. Refreshing the best white shark’s location by the adaptive weight factor;
10. end for
11. for i = 1 to P do
12. If rand ≤ss then

13.
→
Dω =

∣∣∣rand× (ωgbestk
−ωi

k)
∣∣∣;

14. If i ==1 then
15. ωi

k+1 = ωgbestk
+ r1

→
Dωsgn(r2 − 0.5);

16. else
17. ω′ ik+1 = ωgbestk

+ r1
→
Dωsgn(r2 − 0.5);

18. ωi
k+1 =

ωi
k+ω′ ik+1
2×rand ;

19. end if
20. end if
21. Using the simplex method to update the white sharks’ position;
22. end for
23. Modifying the position of any white shark that exceeds the boundary;
24. Assessing and revising the updated positions;
25. k = k + 1;
26. end while
27. Obtaining the optimal path globally and incorporating it into DWA;
28. Considering the COLREGs rules;
29. return optimal navigation path.

As can be seen from the pseudo-code of the proposed IWSO-DWA, the IWSO is
responsible for planning the global optimal path under a given environment model. The
global optimal path information is obtained to choose the present route’s start point and
sub-target point, and fed into the local path planner subsequently. Under the action of the
IWSO-DWA algorithm, USV can travel along the global optimal path planned by the IWSO,
and the other obstacle ships will be detected in real time as the process proceeds. When
other obstacle ships approach, USV will avoid it in real time, and its dynamic behavior
meets the COLREGs. After successful collision avoidance, USV will continue to move along
the global optimal path. Finally, refresh the current path’s status until the USV reaches the
final target point. The flow chart of IWSO-DWA for global dynamic optimal path planning
is displayed in Figure 4.
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4.1. COLREGs Rules

The International Regulations for Preventing Collisions at Sea (COLREGs) is a kind of
sea traffic regulation that aims to avoid collisions between ships navigating the open seas.

According to Ref. [33], there are four representative rules of COLREGs: overtak-
ing, head-on, port side crossing and starboard crossing. The four representative rules of
COLREGs are shown in Figure 5.
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The blue pentagon stands for USV, the red pentagon stands for obstacle ship, and the
yellow oval dotted line stands for the shape range of the ship. In the overtaking situation,
both USV and obstacle ship move from bottom to top. When the USV is behind the obstacle
ship and on the same route, USV can overtake the obstacle ship from the port side or
starboard. In the head-on situation, the obstacle ship moves from top to bottom, while the
USV sails from bottom to top and meets the front of the obstacle ship, and USV can avoid
the obstacle ship through starboard. In the port side crossing situation, the obstacle ship
moves from left to right, while the USV sails from bottom to top and meets the obstacle ship.
At this time, the obstacle ship has the obligation to avoid a collision. However, if the red
dynamic obstacle ship (OS) fails to take relevant collision avoidance actions, USV should
adjust the starboard in time to avoid collision with it. When the red dynamic obstacle is far
away, the USV continues to move to the target point. In the starboard crossing situation,
when the obstacle ship moves from right to left and the USV moves from bottom to top
and meets the obstacle ship, the obstacle ship has no obligation to avoid a collision at this
time. The USV needs to adjust the starboard and quickly cross the obstacle ship to avoid
collision with it.

4.2. Complexity Analysis

An algorithm’s time complexity might be determined by the magnitude of the input
problem (d), the population size (n), the algorithm’s iterations (K) and the cost function
evaluation (c). In this paper, the total time complexity of the IWSO-DWA algorithm can be
expressed as:

O(IWSO-DWA) = O(optimal path problem) + O(initialization)
+O(cost f unction evaluation) + O(Solution update)
= O(1 + d · n + n · c · K + d · n · K)
∼= O(n · c · K + d · n · K)

(26)

5. Experimental Results and Analysis
5.1. Environment Modeling

To replicate the intricate navigational marine conditions for USV simulation purposes,
two map environment models of USV are established, both of which are 500 m × 500 m.
The light blue arrow represents the direction of ocean currents, the black block represents
the islands, the heavy blue triangle represents the starting point of USV with the coordinate
(10,10), and the red star represents the target point of USV with the coordinate (490,490), as
shown in Figure 6.
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Additionally, the experiment was simulated on a laptop with an Intel(R) Core(TM)
i7-5500 processor clocked at 2.40 GHz, 8 GB memory and Windows 7 64-bit operating
system with MATLAB R2017b software.

5.2. Static Path Planning Simulation Experiment

There are two sets of static path planning simulation experiments to validate the
proposed IWSO-DWA’s advantages in the USV’s path planning problems. The static path
planning simulation experiment of USV is carried out by using the proposed IWSO-DWA,
IWSO, WSO and five other common meta-heuristic algorithms (BOA, GWO, MRFO, WOA
and SSA) in the same map. The parameters of the DWA part of the proposed IWSO-DWA
are set as follows: The maximal linear velocity vmax is 5 m/s and the maximal angular
velocity ωmax is 60 rad/s. The minimal linear velocity vmin is 1 m/s and the minimal
angular velocity ωmin is 10 rad/s. The maximal linear acceleration v′e is 0.7 m/s2 and
the maximal angular acceleration ω′e is 75 rad/s2. The maximal linear deceleration v′f is

0.8 m/s2 and the maximal angular deceleration ω′f is 80 rad/s2. The weight α, β and γ

of the evaluation function are set to 0.3, 0.06 and 0.4, respectively. The population size of
white sharks and five other meta-heuristic algorithms are all set to 50, and the maximal
iteration is set to 300. The mentioned algorithms (BOA, GWO, MRFO, WOA, SSA, WSO,
IWSO and IWSO-DWA) are used for the static path planning of USV in the ENV.1, and the
results obtained from the simulation experiment are displayed in Figure 7.
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Figure 7. Static path planned by the algorithms (BOA, GWO, MRFO, WOA, SSA, WSO, IWSO,
IWSO-DWA) in ENV.1: (a) planned by BOA; (b) planned by GWO; (c) planned by MRFO; (d) planned
by WOA; (e) planned by SSA; (f) planned by WSO; (g) planned by IWSO; (h) planned by IWSO-DWA.
The dark blue triangle represents the start point and the red star represents the target point.

When taking into account the metrics of path length, steering times, path smoothness
and time cost systematically, the static path planning performance of IWSO-DWA proposed
in this study surpasses that of IWSO, WSO and other meta-heuristic algorithms (BOA,
GWO, MRFO, WOA, SSA). Compared with the WSO, the path length, steering times and
time cost planned by the IWSO decreased by 16.12%, 28.57% and 76.97%, respectively. And
the path smoothness planned by the IWSO is improved by 30.22%.

Since the proposed IWSO-DWA algorithm is based on the IWSO algorithm to increase
its dynamic characteristics, the proposed IWSO-DWA algorithm and the IWSO algorithm
have equivalent effects on convergence performance when solely focusing on their static
characteristics. Thus, when analyzing the algorithm’s convergence, it suffices to only
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evaluate the IWSO. The convergence curves of the mentioned algorithms (BOA, GWO,
MRFO, WOA, SSA, WSO and IWSO) in ENV.1 are displayed in Figure 8.
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Figure 8. Convergence curve of mentioned algorithms (BOA, GWO, MRFO, WOA, SSA, WSO, IWSO)
in ENV.1.

In the convergence curves, the horizontal axis label represents the iteration of the
algorithms, and the vertical axis represents the fitness value of the algorithms. When
compared with the WSO and five other meta-heuristic algorithms, the proposed IWSO
algorithm has demonstrated the fastest convergence speed and highest accuracy of final
convergence accuracy.

Based on its demonstrated performance, the second group of static path planning
simulation experiments is executed to further validate the advancements of the proposed
IWSO-DWA. The mentioned algorithms (BOA, GWO, MRFO, WOA, SSA, WSO, IWSO and
IWSO-DWA) are utilized in the static path planning simulation experiment in ENV.2, and
the results are illustrated in Figure 9.
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Figure 9. Static path planned by the algorithms (BOA, GWO, MRFO, WOA, SSA, WSO, IWSO,
IWSO-DWA) in ENV.2: (a) planned by BOA; (b) planned by GWO; (c) planned by MRFO; (d) planned
by WOA; (e) planned by SSA; (f) planned by WSO; (g) planned by IWSO; (h) planned by IWSO-DWA.
The dark blue triangle represents the start point and the red star represents the target point.



J. Mar. Sci. Eng. 2023, 11, 1386 17 of 28

Similarly, when synthetically considering measurement criteria such as path length,
steering times, path smoothness, and time cost, the proposed IWSO-DWA algorithm exhib-
ited superior performance in the static path planning simulation experiments compared
to the IWSO, the WSO and the five other meta-heuristic algorithms (BOA, GWO, MRFO,
WOA and SSA). Compared with the WSO, the path length, steering times and time cost
planned by the IWSO are decreased by 11.2%, 9% and 81.19%, respectively. Meanwhile,
the path smoothness planned by the IWSO is improved by 9.49%. The convergence curves
of the mentioned algorithms (BOA, GWO, MRFO, WOA, SSA, WSO, IWSO) in ENV.2 are
shown in Figure 10.
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Figure 10. Convergence curve of mentioned algorithms (BOA, GWO, MRFO, WOA, SSA, WSO,
IWSO) in ENV.2.

In the convergence curves, the horizontal axis label represents the iteration of the
algorithms and the vertical axis represents the fitness value of the algorithms. When
compared with the WSO and five other meta-heuristic algorithms, the proposed IWSO
algorithm reaches stability in about 15 iterations, which excelled in both convergence speed
and accuracy.

After the completion of two static path planning simulation experiment sets, it is
necessary to summarize the performance of the BOA, GWO, MRFO, WOA, SSA, WSO and
IWSO algorithms in numerical format. Supposed the planned path of the algorithms can be
represented by a group of points set L, and L = {L1, L2, . . . , Lλ}. λ is the number of path
points in the set L. Then, the continuous steering angle between the path point Li and the
subsequent path point Li+1 is denoted by θi. To better assess the smoothness of the path
planned by the mentioned algorithms, a path smoothness cost metric denominated mot has
been established, which is defined as follows:

mot =
λ−1

∑
i=1

ε · π · θi

180 · (1 + θi+1)
3
2

(27)

where i = 1,2, . . . , λ− 1. ε is the number of turns of the L. θi+1 is the next rotation angle of
the continuous rotation angle θi. The smaller the value of mot, the smoother the path.

In addition, to better evaluate the optimal path planning performance of the proposed
algorithm, some metrics such as the steering cost, planning time cost and shortest path
length cost are considered as the measure criteria of the mentioned algorithms. The steering
cost indicates the total number of turns of the path planned by the algorithms. The planning
time cost refers to the time it takes for an algorithm to plan its path in a static obstacle
environment. The shortest path length cost means that the algorithm plans the shortest
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safe and collision-free path from the starting point to the target point, which can be defined
as follows:

CL = Csa f e ·
λ

∑
i=2

√
(xLi − xLi−1)

2 + (yLi − yLi−1)
2 (28)

where CL represents the shortest path length cost, which is the sum of the Euclidean dis-
tances between the points Li−1 and Li in the set L of path points planned by the algorithms.
Csa f e represents the safety path cost. In this paper, all the paths provided by the algorithms
must be safe and collision-free, so here, Csa f e = 1.

In summary, the simulation experiments of the static path planning demonstrate
that the proposed IWSO-DWA can effectively plan an optimal path globally that is both
secure and smooth in the established environmental models, irrespective of any changes
to the distribution of obstacles. As the proposed IWSO-DWA algorithm enhances its
dynamic qualities based on the IWSO algorithm, it can be deemed equivalent to the IWSO
algorithm when solely considering the static characteristics of path planning. Thus, when
summarizing the simulation comparison experiments of the static path planning in digital
form, it only needs to compare the performance of the proposed IWSO with WSO and five
other algorithms (BOA, GWO, MRFO, WOA and SSA). The algorithms’ performance in the
simulation comparison experiments of the static path planning is summarized in Table 2.

Table 2. Comparison performance of the mentioned algorithms (BOA, GWO, MRFO, WOA, SSA,
WSO, IWSO).

ENV.
Model Algorithm

Metrics Shortest Path Length Cost (m) Steering
Cost

Smoothness
Cost (mot) Time Cost (s)

ENV.1

BOA 914.530 8 0.591 2.056

GWO 802.370 9 0.456 6.564

MRFO 777.267 11 0.794 1.920

WOA 801.650 8 0.455 7.037

SSA 862.133 5 0.628 3.472

WSO 847.487 7 0.309 5.416

IWSO 710.873 5 0.215 1.247

ENV.2

BOA 1144.975 19 3.097 7.846

GWO 996.773 11 0.947 2.228

MRFO 950.803 11 0.930 2.256

WOA 941.590 11 0.977 3.355

SSA 959.620 15 2.220 6.317

WSO 1044.975 11 1.024 5.490

IWSO 927.925 10 0.926 1.033

5.3. Dynamic Avoidance Simulation Experiment

Two sets of dynamic collision avoidance simulation experiments were conducted to
validate whether the proposed IWSO-DWA conforms to COLREGs rules and effectively
avoids collisions in dynamic scenarios. Four situations are established in environmental
model 1 and environmental model 2 of the COLREGs respectively: overtaking situation,
head-on situation, port side crossing situation and starboard crossing situation. In the figures,
the blue boat indicates the USV and the red boat indicates the obstacle ship. In ENV.1, the
overtaking situation between the USV and the red obstacle ship is shown in Figure 11.
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Figure 11. Overtaking situation in ENV.1: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).

The starting coordinate of the red dynamic obstacle ship is (260,120), and it moves
in a straight line from bottom to top at a velocity of 2 m/s. The coordinate of the starting
point of USV is (260,30), the target point of USV is (260,380), and it moves in a straight line
from bottom to top at a velocity of 4 m/s. In the overtaking situation, when encountering
the red dynamic obstacle ship, the USV initiates collision avoidance by veering toward the
upper right direction at an angle of approximately 65 degrees. It expertly navigates past
the red dynamic obstacle ship from its starboard side and continues towards the target
point, following a previous path, thereby successfully avoiding a rear-end collision, and
the dynamic collision avoidance behavior of the USV conforms to the COLREGs. The
x, y position and yaw angle of the USV for its dynamic collision avoidance behavior are
depicted in Figure 12.
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Figure 12. The motion states of the USV for overtaking situation in ENV.1.

After completing the overtaking situation of USV in ENV.1, the head-on situation
experiment of USV is carried out, and the results are displayed in Figure 13.
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Figure 13. The head-on situation in ENV.1: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).



J. Mar. Sci. Eng. 2023, 11, 1386 20 of 28

The starting point coordinate of the red dynamic obstacle ship is (260,350), and it
moves in a straight line from top to bottom with a moving speed of 3 m/s. The coordinate
of the starting point of USV is (260,30), the target point of USV is (260,380), and it moves in
a straight line from bottom to top with a moving speed of 4 m/s. In the head-on situation,
when encountering the red dynamic obstacle ship, the USV initiates adjusting starboard of
the ship in a direction approximately 70 degrees towards the upper right direction, then
skillfully navigates past the red dynamic obstacle ship’s upper region from the USV’s
starboard side. After successfully avoiding the head-on collision with the red dynamic
obstacle ship, the USV then progresses toward the target point, and the dynamic collision
avoidance behavior of the USV conforms to the COLREGs. The x, y position and yaw angle
of the USV for its dynamic collision avoidance behavior are depicted in Figure 14.
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Figure 14. The motion states of the USV for head-on situation in ENV.1.

After completing the head-on situation of USV in ENV.1, the port side crossing situa-
tion experiment of USV is carried out, and the results are displayed in Figure 15.
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Figure 15. Port side crossing situation in ENV.1: (a) the preparatory state; (b) the meeting state;
(c) the completion state. The dark blue triangle and red star represent the start point and target point
of the USV (in blue color), respectively, and the purple circle represents the start point of the obstacle
ship (in red color).

The starting point coordinate of the red dynamic obstacle ship is (180,110), and it
moves in a straight line from left to right with a moving speed of 4 m/s. The coordinate of
the starting point of USV is (260,30), the target point of USV is (260,180), and it moves in a
straight line from bottom to top with a moving speed of 4 m/s. In the port side crossing
situation, since the red dynamic obstacle ship is a giving way vessel, it should stop to let
the USV pass when it encounters the USV. However, if the red dynamic obstacle ship did
not stop, the USV must take evasive action to prevent a collision. When the red obstacle
ship enters the evasive range, the USV actively adjusts the starboard and keeps a safe
distance from the red obstacle ship. After collision avoidance, the USV continued to move



J. Mar. Sci. Eng. 2023, 11, 1386 21 of 28

along the original path to the target point, thus finishing the port side crossing situation,
and the dynamic collision avoidance behavior of the USV conforms to the COLREGs. The
x, y position and yaw angle of the USV for its dynamic collision avoidance behavior are
depicted in Figure 16.
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Figure 16. The motion states of the USV for port side crossing situation in ENV.1.

After completing the port side crossing situation of USV in ENV.1, the starboard crossing
situation experiment of USV is carried out, and the results are displayed in Figure 17.
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Figure 17. Starboard crossing situation in ENV.1: (a) the preparatory state; (b) the meeting state;
(c) the completion state. The dark blue triangle and red star represent the start point and target point
of the USV (in blue color), respectively, and the purple circle represents the start point of the obstacle
ship (in red color).

The starting coordinate of the red dynamic obstacle ship is (330,110), and it moves in a
straight line from right to left with a moving speed of 4 m/s. The coordinate of the starting
point of USV is (260,30), the target point of USV is (260,180), and it moves in a straight
line from bottom to top with a moving speed of 4 m/s. In the starboard crossing situation,
since the USV is a giving way vessel, it should stop to let the red dynamic obstacle ship
pass when it encounters the red dynamic obstacle ship. When the red obstacle ship enters
the evasive range, the USV adjusts its starboard side at approximately 47 degrees to avoid
the red dynamic obstacle vessel and stops to wait for it to move away from the evasive
range. Once the red obstacle vessel is out of the evasive range, the USV continues to move
to the upper left to the target point, thus finishing the starboard crossing situation of the
USV, and the dynamic collision avoidance behavior of USV conforms to the COLREGs. The
x, y position and yaw angle of the USV for its dynamic collision avoidance behavior are
depicted in Figure 18.



J. Mar. Sci. Eng. 2023, 11, 1386 22 of 28J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 24 of 30 
 

 

Figure 18. The motion states of the USV for starboard crossing situation in ENV.1. 

Similarly, in ENV.2, four dynamic avoidance simulation experiments were con-

ducted to validate the effectiveness of the proposed IWSO-DWA in line with the 

COLREGs. The overtaking situation between the USV and the red dynamic obstacle ship 

is shown in Figure 19. 

 

  

(a) (b) (c) 

Figure 19. Overtaking situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the 

completion state. The dark blue triangle and red star represent the start point and target point of 

the USV (in blue color), respectively, and the purple circle represents the start point of the obstacle 

ship (in red color). 

The starting point coordinate of the red dynamic target obstacle is (130,260), and it 

moves in a straight line from bottom to top with a moving speed of 2.5 m/s. The coordi-

nate of the starting point of USV is (130,180), the target point of USV is (130,380), and it 

moves vertically upwards at a velocity of 4 m/s. In the overtaking situation, when the 

USV enters the evasive range, it avoids collision by steering approximately 68 degrees to 

the upper right and proactively sails across the upper section of the red dynamic obstacle 

ship from the USV’s port side. Once it safely overtakes the red dynamic obstacle ship, the 

USV proceeds to advance toward the target point in the upper left direction, thus finish-

ing the overtaking situation between the USV and the red dynamic obstacle ship, and the 

dynamic collision avoidance behavior of the USV conforms to the COLREGs. The x, y 

position and yaw angle of the USV for its dynamic collision avoidance behavior are de-

picted in Figure 20. 

Figure 18. The motion states of the USV for starboard crossing situation in ENV.1.

Similarly, in ENV.2, four dynamic avoidance simulation experiments were conducted to
validate the effectiveness of the proposed IWSO-DWA in line with the COLREGs. The over-
taking situation between the USV and the red dynamic obstacle ship is shown in Figure 19.
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Figure 19. Overtaking situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).

The starting point coordinate of the red dynamic target obstacle is (130,260), and it moves
in a straight line from bottom to top with a moving speed of 2.5 m/s. The coordinate of
the starting point of USV is (130,180), the target point of USV is (130,380), and it moves
vertically upwards at a velocity of 4 m/s. In the overtaking situation, when the USV enters the
evasive range, it avoids collision by steering approximately 68 degrees to the upper right and
proactively sails across the upper section of the red dynamic obstacle ship from the USV’s port
side. Once it safely overtakes the red dynamic obstacle ship, the USV proceeds to advance
toward the target point in the upper left direction, thus finishing the overtaking situation
between the USV and the red dynamic obstacle ship, and the dynamic collision avoidance
behavior of the USV conforms to the COLREGs. The x, y position and yaw angle of the USV
for its dynamic collision avoidance behavior are depicted in Figure 20.
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Figure 20. The motion states of the USV for overtaking situation in ENV.2.

After completing the overtaking situation of USV in ENV.2, the head-on situation
experiment of USV is carried out, and the results are displayed in Figure 21.
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Figure 21. The head-on situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).

The starting point coordinate of the red dynamic obstacle ship is (130,350), and it
travels vertically downwards at a velocity of 2 m/s. The coordinate of the starting point
of USV is (130,180), the target point of USV is (130,380), and it moves vertically upwards
at a speed of 4 m/s. In the head-on situation, when the USV encounters the red dynamic
obstacle ship, the USV avoids the collision by turning approximately 63 degrees to the
starboard and proceeding to cross the upper section of the red dynamic obstacle ship. Once
it is far away from the red dynamic obstacle ship, the USV moves to the target point in
the direction of around 18 degrees to the upper left, thus finishing the head-on situation
between the USV and the red dynamic obstacle ship, and the dynamic collision avoidance
behavior of the USV conforms to the COLREGs. The x, y position and yaw angle of the
USV for its dynamic collision avoidance behavior are depicted in Figure 22.
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After completing the head-on situation of USV in ENV.2, the port side situation
experiment of USV is carried out, and results are displayed in Figure 23.
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Figure 23. Port side situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).

The starting point coordinate of the red dynamic obstacle ship is (75,260), it moves in a
straight line from left to right with a moving speed of 3 m/s. The coordinate of the starting
point of USV is (130,180), the target point of USV is (130,380), and it moves in a straight
line from bottom to top with a moving speed of 4 m/s. In the port side situation, since the
red obstacle ship is a giving way vessel when encountering the USV, it should stop to let
the USV pass. However, if the red dynamic obstacle ship did not stop, the USV should
take evasive action to prevent a collision. When the red obstacle ship enters the evasive
range, the USV adjusts its starboard at roughly 80 degrees to avoid the red obstacle ship.
Once the USV moves away from the red obstacle ship, it continues to move to the upper
left towards the target point, thus finishing the port side situation between the USV and
the red dynamic obstacle ship, and the dynamic collision avoidance behavior of the USV
conforms to the COLREGs. The x, y position and yaw angle of the USV for its dynamic
collision avoidance behavior are depicted in Figure 24.
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Figure 25. Starboard situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the 

completion state. The dark blue triangle and red star represent the start point and target point of 

the USV (in blue color), respectively, and the purple circle represents the start point of the obstacle 

ship (in red color). 

The starting point coordinate of the red dynamic obstacle ship is (200,260), and it 

moves in a straight line from right to left with a moving speed of 3 m/s. The coordinate of 

the starting point of USV is (130,180), the target point of USV is (130,380), and it moves in 

a straight line from bottom to top at a velocity of 4 m/s. In the starboard situation, since 

the USV is a giving way vessel when encountering the red obstacle ship, it should stop to 

let the red dynamic obstacle ship pass. When the red obstacle ship enters the evasive 

range, the USV steers away from collision by adjusting its starboard and maintaining a 

safe distance from the red obstacle ship. Once the red obstacle ship is far away, the USV 

crosses the upper section of the red dynamic obstacle ship and moves to the target point 

in the upper left direction, thus finishing the starboard situation between the USV and the 

red dynamic obstacle ship, and the dynamic collision avoidance behavior of the USV 

conforms to the COLREGs. The x, y position and yaw angle of the USV for its dynamic 

collision avoidance behavior are depicted in Figure 26. 

Figure 24. The motion states of the USV for portside crossing situation in ENV.2.

After completing the port side situation of USV in ENV.2, the starboard situation
experiment of USV is carried out, and the results are displayed in Figure 25.
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Figure 25. Starboard situation in ENV.2: (a) the preparatory state; (b) the meeting state; (c) the
completion state. The dark blue triangle and red star represent the start point and target point of the
USV (in blue color), respectively, and the purple circle represents the start point of the obstacle ship
(in red color).

The starting point coordinate of the red dynamic obstacle ship is (200,260), and it
moves in a straight line from right to left with a moving speed of 3 m/s. The coordinate of
the starting point of USV is (130,180), the target point of USV is (130,380), and it moves in
a straight line from bottom to top at a velocity of 4 m/s. In the starboard situation, since
the USV is a giving way vessel when encountering the red obstacle ship, it should stop
to let the red dynamic obstacle ship pass. When the red obstacle ship enters the evasive
range, the USV steers away from collision by adjusting its starboard and maintaining a safe
distance from the red obstacle ship. Once the red obstacle ship is far away, the USV crosses
the upper section of the red dynamic obstacle ship and moves to the target point in the
upper left direction, thus finishing the starboard situation between the USV and the red
dynamic obstacle ship, and the dynamic collision avoidance behavior of the USV conforms
to the COLREGs. The x, y position and yaw angle of the USV for its dynamic collision
avoidance behavior are depicted in Figure 26.
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6. Conclusions and Future Work 

This research proposes a new IWSO-DWA algorithm to address the optimal path 

planning issue for USV. First of all, aiming at the disadvantages of uneven distribution 

and insufficient diversity of the white shark population, a circle chaotic mapping algo-

rithm is employed to improve the initial solution’s quality. Then, the adaptive weight 

factor technique is used to update the best white shark’s position, ensuring a balance 

between global exploration and local exploitation. Furthermore, the simplex method is 

used to update the other white sharks’ position near the best white shark, enhancing the 

algorithm’s ability to escape the local optimum solution. Finally, a novel global dynamic 

optimal path planning method called the IWSO-DWA algorithm is developed by com-

bining the improved WSO and the enhanced DWA. The performance of the IWSO-DWA 

algorithm is tested through two sets of static path planning simulation comparison ex-

periments and two sets of dynamic avoidance simulation experiments. The study found 

that the IWSO-DWA algorithm outperformed traditional WSO algorithms and five other 

heuristic algorithms (BOA, GWO, MRFO, WOA and SSA) in the simulation experiments. 

Thus, the proposed IWSO-DWA algorithm not only addresses the issues encountered in 

the traditional WSO algorithm, but also guides USV to plan a global optimal path in 

challenging marine environments and possesses path smoothing capability and dynamic 

collision avoidance ability, and its collision avoidance behavior conforms to the 

COLREGs. However, the proposed IWSO-DWA has only been evaluated through simu-

lations, and future research is required to focus on assessing its effectiveness in practical 

engineering optimization problems in real USV. 
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Figure 26. The motion states of the USV for starboard crossing situation in ENV.2.

6. Conclusions and Future Work

This research proposes a new IWSO-DWA algorithm to address the optimal path
planning issue for USV. First of all, aiming at the disadvantages of uneven distribution and
insufficient diversity of the white shark population, a circle chaotic mapping algorithm
is employed to improve the initial solution’s quality. Then, the adaptive weight factor
technique is used to update the best white shark’s position, ensuring a balance between
global exploration and local exploitation. Furthermore, the simplex method is used to
update the other white sharks’ position near the best white shark, enhancing the algorithm’s
ability to escape the local optimum solution. Finally, a novel global dynamic optimal
path planning method called the IWSO-DWA algorithm is developed by combining the
improved WSO and the enhanced DWA. The performance of the IWSO-DWA algorithm is
tested through two sets of static path planning simulation comparison experiments and two
sets of dynamic avoidance simulation experiments. The study found that the IWSO-DWA
algorithm outperformed traditional WSO algorithms and five other heuristic algorithms
(BOA, GWO, MRFO, WOA and SSA) in the simulation experiments. Thus, the proposed
IWSO-DWA algorithm not only addresses the issues encountered in the traditional WSO
algorithm, but also guides USV to plan a global optimal path in challenging marine
environments and possesses path smoothing capability and dynamic collision avoidance
ability, and its collision avoidance behavior conforms to the COLREGs. However, the
proposed IWSO-DWA has only been evaluated through simulations, and future research
is required to focus on assessing its effectiveness in practical engineering optimization
problems in real USV.
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