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Abstract: To address the search-and-docking problem in multi-stage prescribed performance switch-
ing (MPPS) scenarios, this paper presents a novel compound control method for three-dimensional
(3D) underwater trajectory tracking control of unmanned underwater vehicles (UUVs) subjected to
unknown disturbances. The proposed control framework can be divided into two parts: kinematics
control and dynamics control. In the kinematics control loop, a novel parallel model predictive
control (PMPC) law is proposed, which is composed of a soft-constrained model predictive controller
(SMPC) and hard-constrained model predictive controller (HMPC), and utilizes a weight allocator to
enable switching between soft and hard constraints based on task goals, thus achieving global optimal
control in MPPS scenarios. In the dynamics control loop, a finite-time terminal sliding mode control
(FTTSMC) method combining a finite-time radial basis function neural network adaptive disturbance
observer (RBFNN-FTTSMC) is proposed to achieve disturbance estimation and fast convergence
of velocity tracking errors. The simulation results demonstrate that the proposed PMPC-FTTSMC
approach achieved an average improvement of 33% and 80% in the number of iterations compared
with MPC with sliding mode control (MPC-SMC) and traditional MPC methods, respectively. Further-
more, the approach improved the speed of response by 35% and 44%, respectively, while accurately
achieving disturbance observation and enhancing the system robustness.

Keywords: UUV; three-dimensional prescribed performance tracking control; PMPC; FTTSMC;
finite-time disturbance observer

1. Introduction

In recent years, unmanned underwater vehicles (UUVs) have been receiving a sig-
nificant amount of attention from academia and industry due to their great potential in
underwater warning [1], hydrographic surveys [2,3], deep sea exploration [4], and wa-
ter quality monitoring [5], etc. Using UUVs can significantly reduce the risk to human
divers, increase the efficiency and accuracy of data collection, and expand the scope of
underwater exploration.

To make UUVs perform complex tasks, underwater trajectory tracking control is
essential, which has attracted widespread attention in the field of control engineering. For
the motion control of UUVs, tracking the preset desired waypoint for navigation is an
essential and critical function [6,7]. However, it is challenging to design reliable tracking
controllers due to the nonlinearities in UUV dynamics and the uncertainties in the ocean
environment [8,9]. Over the past several decades, various advanced approaches have
been proposed to achieve precise position control performance, such as proportional–
integral–derivative (PID) control [10], backstepping control (BSC) [11], fuzzy logic control
(FLC) [12,13], sliding mode control (SMC) [14,15], adaptive control [16,17], model predictive
control (MPC) [18], and disturbance-observer-based feedback control [19,20].
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Despite the numerous control approaches that have been proposed, it is still a chal-
lenge to achieve optimal control performance in the face of varying ocean environments.
Traditional control methods such as PID and BSC may not be suitable in the presence
of large disturbances, while FLC and SMC may be more robust; however, FLC requires
prior knowledge to formulate fuzzy rules that are often subjective [21]. The SMC method
may cause a kind of undesirable high-frequency oscillation on the sliding mode surface,
which is called “chattering” because of modeling errors, external disturbances, and dis-
cretization [22]. On the other hand, adaptive control and MPC have been shown to have
promising results, but adaptive control requires complex modeling and tuning procedures
and MPC often involves a long iterative computation time.

To overcome these challenges, researchers have been exploring the use of hybrid
control schemes that combine the strengths of different control methods. These hybrid
control schemes aim to achieve a better performance, higher accuracy, and improved
robustness compared with individual control methods by leveraging the advantages of each
method and compensating for their limitations. For example, a global finite-time control
method using PID-SMC was proposed to enhance the trajectory tracking performance under
model parameter variations and unknown ocean currents [23]. Ref. [24] proposed a linear
model predictive control (LMPC) method with a fuzzy logic controller for constrained path
following of median and paired fin-propelled robotic fish. In [25], an adaptive fuzzy PID
guidance control method was designed, where the control parameters were adjusted by an
adaptive fuzzy method to achieve good robustness in different underwater environments.
In [26], the kinematic part used MPC to generate a bounded velocity control signal, while
the dynamic part used SMC to solve the speed jump problem caused by thruster failure
and reduce the computation burden. However, integrating different control methods
may introduce new sources of instability or performance degradation, such as constraint
violation problems in MPC.

In the context of unpredictable environmental disturbances caused by winds, waves,
and ocean currents, the use of disturbance observers plays a crucial role in reconstructing
external uncertain information [27]. Ref. [28] proposed an extended state observer (ESO) to
estimate the system state information and external disturbances. However, ESO relies on an
accurate mathematical model of the system dynamics, and any discrepancies between the
actual system and the model can lead to estimation errors. In addition to the steady-state
performance, the transient performance also plays a crucial role in task execution. Ref. [29]
designed a finite-time disturbance observer to accurately estimate the external disturbances
affecting the system. Ref. [30] proposed a synchronization control algorithm based on
uncertainty and disturbance estimation (UDE) to achieve rapid and precise synchronization
motion. Unlike traditional disturbance observers, which aim for asymptotic convergence,
finite-time convergence observers offer the advantage of achieving convergence within
a finite time interval. This is particularly important in scenarios where fast and precise
disturbance estimation is required.

Prescribed performance tracking control has become a recent research hotspot due to
its numerous advantages and applications in UUVs [31]. One of the main reasons for the
growing popularity of the prescribed performance tracking control is its ability to provide
an improved system performance compared with traditional tracking control methods.
It is designed to achieve a desired level of performance, such as a specific settling time,
overshoot, or steady-state error [32,33]. By considering the prescribed performance criteria,
the control system can be designed to meet specific requirements and avoid undesirable
behaviors, such as overshoot, oscillations, or instability. In [34], a robust adaptive dynamic
surface control (DSC) scheme with a prescribed performance (PP) was designed to keep
the trajectory within the desired values for the prescribed tracking performance, and a
nonlinear disturbance observer (NDOB) was also proposed to estimate and compensate
for external disturbances. In [35], an error transformation function was proposed to
transform the constrained tracking control of the original vessel into an unconstrained
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system, and stable adaptive neural network control was presented to ensure prescribed
tracking performances.

However, less research has been conducted on applying prescribed performance
control to address system constraints, thrust limits, and safe operating areas. In this
research area, MPC possesses several advantages. MPC utilizes the model of the system
to make predictions and optimize control actions over a finite time horizon. It involves
repeatedly solving an optimization problem to generate the optimal control sequence based
on current system states and predicted future behavior [36]. One of the key advantages
of using MPC for prescribed performance control is the ability to formulate and solve the
performance specification problem as a constraint in the optimization problem. This means
that the controller can explicitly incorporate the desired performance into the control law,
ensuring that the system achieves the prescribed performance in a finite time. For example,
in [37], the control input and increments were considered and optimized to prescribe the
trajectory tracking performance. However, some of the constraints, especially the roll
and pitch angle constraints, have rarely been considered. This can be problematic for
underwater operations with specific attitude requirements, such as the docking process.
In [38], a novel control framework based on MPC with dual closed-loop was designed to
improve the tracking performance of constrained UUVs. However, the dynamic control
method proposed in this paper cannot guarantee the fast convergence of the velocity
tracking error.

Although MPC brings the advantage of achieving the prescribed performance, this
advantage comes at price: the heavy computational workload required to solve open-loop
optimal control problems. In theoretical studies, the number of iterations required for
solving optimal control problems is often omitted, but in engineering practice, it is a critical
factor when applying theoretical algorithms to real-world UUVs. Some researchers have
recognized this issue and proposed corresponding solutions, such as event-triggered con-
trol [39], off-line precomputation [40], and distributed computation schemes [41]. However,
the existing study of MPC applied in UUVs mainly focuses on hard constraints, while soft
constraints are often omitted or considered less important in the cost function. However,
in some cases, soft constraints can also provide benefits such as reducing the number of
iterations required for problem-solving, improving the control performance, and reducing
the energy consumption of the UUV. Therefore, it is important to investigate the use of soft
constraints in the cost function of MPC control algorithms for UUVs and to explore their
benefits in practical applications.

To address the problem of a heavy computational burden, and realize the fast conver-
gence of trajectory tracking in MPPS scenarios, a novel control framework that combines
MPC guidance law with robust control is proposed to reduce the computational burden.
Compared with the traditional MPC guidance law, this paper introduces the method of
soft-constrained model predictive control (SMPC) to further reduce the computational
complexity and ensure real-time performance. Unlike hard-constrained control, which
strictly obeys constraints, SMPC allows for some degree of violation of constraints, while
still ensuring that the vehicle’s motion remains within safe and acceptable limits [42]. By
incorporating soft constraints and hard constrains, a novel parallel model controller is
designed to provide UUVs with greater versatility and robustness, enabling them to com-
plete their missions successfully in challenging conditions. In the dynamics control loop, a
finite-time terminal sliding mode control (FTTSMC) method with a finite-time disturbance
observer is proposed to reduce the influence of the lumped disturbances and achieve fast
convergence. The main contributions can be illustrated as follows:

(1) To achieve complex prescribed performance tracking in MPPS scenarios, a novel
PMPC guidance law is proposed, which enables the switch between soft and hard
constraints in attitude control. This approach utilizes multiple parallel sub-controllers
to handle different aspects of the control problem and optimizes the overall con-
trol performance. The novelty of the proposed controller lies in its combination of
HMPC and SMPC. By integrating HMPC and SMPC, the strengths of both approaches
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are leveraged in the proposed controller. The inherent ability of HMPC to handle
hard constraints ensures that the safety and critical requirements are met, while the
incorporation of soft constraints through SMPC offers increased maneuverability
and adaptability.

(2) Compared with the robust control based on traditional disturbance observers [43],
the RBFNN-FTTSMC method enables fast disturbance estimation and finite-time
convergence. This approach combines finite time radial basis function neural network
disturbance observer (FTRBFDO) with the finite time terminal sliding mode control
to achieve a more accurate and stable disturbance estimation. It can quickly estimate
disturbances in real time, improving the overall tracking performance.

(3) Compared with the traditional MPC method, the proposed integration of PMPC and
FTTSMC framework effectively addresses the issue of excessive iteration in traditional
MPC, saving the required optimization time. Compared with traditional hybrid
control schemes that combine MPC and robust control, the proposed method also
solves the problem of constraint violation by using a finite time controller.

The remainder of this paper is organized as follows. Section 2 presents models of
the UUV, and formulates the trajectory tracking control problem and search-and-docking
mission. In Section 3, a compound control method called PMPC-FTTSMC is proposed
for three-dimensional underwater trajectory tracking in MPPS scenarios, which includes
PMPC guidance law for kinematics control and FTTSMC control law based on a finite-
time radial basis function neural network adaptive disturbance observer for dynamics
control. Section 4 provides comparative simulation results with different controllers and the
simulation of the mission execution. Section 5 demonstrates the conclusions of this work.

2. Modeling and Problem Formulation

This section introduces the dynamic and kinematic modeling of UUVs and explores
the various external disturbances that affect their performance. An overview of the complex
three-dimensional underwater search-and-docking mission is also provided in this section.

2.1. Frames of Reference

In order to analyze the motion of UUV, as depicted in Figure 1, it is necessary to estab-
lish a coordinate system of the UUV first. This coordinate system includes the definition of
both an inertial reference frame (I-frame) and a body-fixed frame (B-frame). The origin of
the inertial coordinate system is located at the ocean’s surface, while the vehicle coordinate
system is fixed at the center of the UUV’s gravity.
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2.2. UUV Model

The six degrees of freedom (DOF) motion equations [44] are described as follows:

.
η = J(η)v (1)

M
.
v + C(v)v + D(v)v = τ + τd (2)

Equation (1) describes the vehicle kinematic model, where the posture vector is
given by η =

[
ηx, ηy, ηz, φ, θ, ψ

]> in the inertial coordinate system E− ξηζ. Among them,
ηx, ηy, ηz represents the current position of the UUV, φ is the roll angle, θ is the pitch angle,

and ψ is the yaw angle. The velocity vector is given by v =
[
vx, vy, vz, p, q, r

]> in the vehicle
coordinate system O− xyz. Among them, vx, vy, vz represents the surge speed, sway speed,
and heave speed, respectively, and p, q, r represents the roll angular velocity, pitch angular
velocity, and yaw angular velocity, respectively. The rotation transformation matrix J(η) is
described by the following:

J(η) =
[

J1(η)
O3×3

O3×3
J2(η)

]
(3)

J1(η) =

cos ψ cos θ − sin ψ cos φ + cos ψ sin θ sin φ sin ψ sin φ + cos ψ sin θ cos φ
sin ψ cos θ cos ψ cos φ + sin ψ sin θ sin φ − cos ψ sin φ + sin ψ sin θ cos φ
− sin θ cos θ sin φ cos θ cos φ

 (4)

J2(η) =

1 sin φ tan θ cos φ tan θ
0 cos φ − sin φ
0 sin φ/ cos θ cos φ/ cos θ

 (5)

where J1(η) is a translational velocity transformation matrix and J2(η) is a rotational
velocity transformation matrix.

Equation (2) describes the dynamic model with 6-DOF UUV in B-frame, where M is
the system inertia matrix. C(v) = CRB + CA is the addition matrix of the Coriolis added
mass and rigid-body matrix. D(v) is the hydrodynamic damping matrix. τ is the force and
moment acting on the UUV, and τd is the unknown oceanic disturbance induced forces and
moments. Their forms are as follows:

M = diag(m− X .
u, m−Y .

v, m− Z .
w, Ixx − K .

p, Iyy −M .
q, Izz − N.

r) (6)

CRB =



0 0 0 0 mvz −mvy
0 0 0 −mvz 0 mvx
0 0 0 mvy −mvx 0
0 mvz −mvy 0 Izzr −Iyyq
−mvz 0 mvx −Izzr 0 Ixx p
mvy −mvx 0 Iyyq −Ixx p 0

 (7)

CA =



0 0 0 0 −Z .
wvz Y .

vvy
0 0 0 Z .

wvz 0 −X .
uvx

0 0 0 −Y .
vvy X .

uvx 0
0 −Z .

wvz Y .
vvy 0 −N.

rr M .
qq

Z .
wvz 0 −X .

uvx N.
rr 0 −K .

p p
−Y .

vvy X .
uvx 0 −M .

qq K .
p p 0


(8)

D(v) = −diag(Xu + Xu|u||vx|, Yv + Yv|v|
∣∣vy
∣∣, Zw + Zw|w||vz|,

Kp + Kp|p||p|, Mq + Mq|q||q|, Nr + Nr|r||r|)
(9)

τ = [τ1, τ2, τ3, τ4, τ5, τ6]
> (10)
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τd = [τd1, τd2, τd3, τd4, τd5, τd6]
> (11)

where m is the mass of vehicle; X∗, Y∗, Z∗, K∗, M∗, N∗ are measurable hydrodynamic coef-
ficients of UUV, and Ixx, Iyy, Izz are the moment of inertia of the vehicle about axis of the
body-fixed frame.

Lemma 1 [45]. The equilibrium point x = 0 is globally finite-time stable if there exists a Lyapunov
function satisfying the following:

.
V(x) + λ1V(x) + λ2Vk(x) ≤ 0 (12)

where λ1 > 0, λ2 > 0, 0 < k < 1. The settling time can be given by the following:

t ≤ 1
λ1(1− k)

ln
λ1V1−k(x0) + λ2

λ2
(13)

where V(x0) is the initial value of V(x)

Lemma 2 [46]. (Young’s inequality) For any vectorsa, b ∈ Rn , the following inequality is true:

a>b ≤ cp ‖a‖
p

p
+ c−q ‖b‖

q

q
(14)

where c > 0, p > 1, q > 1, and (p− 1)(q− 1) = 1.

Lemma 3 [47]. The radial basis function neural network (RBFNN) system can be applied to
approximate a continuous function f (x) by using a linear combination of radial basis functions as
activation functions in the following way:

f (x) = W>ξi(x) + ε(x) (15)

where x ∈ Rn is the input vector, W> is the weight matrix, ξi(x) = [ξ1(x), ξ2(x), · · · , ξi(x) ]>

is the Gaussian function vector, and ε(x) is the approximation error that satisfies |ε(x)| ≤ ε with
ε > 0.

Assumption 1. The buoyancy of the UUV is equal to the gravity, and the center of buoyancy
coincides with the center of gravity located at the origin of the vehicle coordinate system.

Assumption 2 [48]. The unknown disturbances τd1, τd2, τd3, τd4, τd5, and τd6 are bounded.

Remark 1. Assumption 1 simplifies the analysis by assuming ideal conditions, where the UUV’s
weight is perfectly balanced by the upward force of buoyancy. However, it is important to ac-
knowledge that in real-world scenarios, factors such as variations in water density and external
disturbances may affect the precise alignment of the center of buoyancy and the center of gravity.
Therefore, while this assumption serves as a useful starting point for theoretical analysis, it may
need to be further refined in some conditions. When the assumption conditions are not met, the
model from reference [44] can serve as a viable alternative to adapt to the actual circumstances.

Remark 2. Assumption 2 refers to the bounded nature of unknown disturbances. Limiting the
disturbances within certain bounds is a common practice in control system design and analysis.
Nevertheless, the practicality of this assumption depends on the specific application and environ-
mental conditions. Real-world scenarios can involve various unpredictable factors that may lead
to disturbances exceeding the assumed bounds. It is advisable to consider the characteristics of the
particular system under investigation and to assess the feasibility of this assumption accordingly.
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2.3. Problem Formulation

In our research, we propose an effective control strategy for trajectory tracking of
the UUV during the docking process. The UUV utilizes an acoustic guidance method for
docking. The measurement accuracy of this sensor underwater is dependent on the distance
between the sensors on the UUV and the docking station. To ensure the measurement
accuracy of the sensor, it is necessary to establish a maximum range for the docking
guidance distance, which is referred as the “signal range”. As the mission objectives of the
UUV are different in the stages before and after reaching the signal range, it is necessary to
define and partition the tasks accordingly.

As illustrated in Figure 2, the search-and-docking mission is divided into three primary
phases: search phase, transition phase, and docking phase. During the search phase, the
main objective is to swiftly track the desired trajectory. The requirements for the attitude
and speed of the UUV are not stringent and are primarily treated as soft constraints. Once
the UUV reaches the signal coverage of the docking station, it enters the transition phase.
At this phase, the UUV completes the smooth switching from the soft-constrained model
predictive control to the hard-constrained model predictive control within the artificially
limited time. In the final docking phase, the UUV is subject to strict constraints on attitude,
speed, etc., and must accurately dock back to the docking station.
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Define the actual state vectors of the UUV as ps =
(
ηx, ηy, ηz

)>, and define the

position vectors of desired moving point as pd =
(

ηxd, ηyd, ηzd

)>
. The position tracking

error vectors pe =
(
ηxe, ηye, ηze

)> can be calculated by the following:
ηxe = ηx − ηxd
ηye = ηy − ηyd
ηze = ηz − ηzd

(16)

The vehicle is required to meet three requirements when tracking a desired trajectory
in three-dimensional space. Firstly, all of the trajectory tracking error vectors

(
ηxe, ηye, ηze

)>
need to converge to zero in a finite time. Then, the constraint switching in the transition
phase needs to be completed within the prescribed time T̃. Finally, the attitude vector
(φ, θ, ψ) needs to satisfy prescribed constraints at different phases of mission execution.

3. Controller Design

As analyzed before, the UUV discussed in this paper is susceptible to unexpected
current disturbances. To meet the requirements of three-dimensional trajectory tracking
and search-and-docking missions, a compound robust control law has been proposed. This
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law incorporates parallel model predictive control and finite-time dynamics control, as
illustrated in Figure 3.
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The proposed trajectory tracking control law is divided into two parts: the kinematics
loop and the dynamics loop. The kinematics loop utilizes a parallel model predictive
controller with a weight allocator to generate the expected change in velocity Op(k) for
the UUV. By adding this with the real velocity at the previous time step v(k − 1), the
desired reference velocity at the current time step vr(k) can be obtained. The dynamics
loop implements a finite-time terminal sliding mode controller with FTRBFDO to ensure
that the velocity error in six degrees of freedom converges to zero within a finite time.

Compared with conventional trajectory tracking controllers, the proposed controller
has greater practical value due to three advantages. Firstly, it can smoothly switch con-
straints for different missions and can prescribe the constraint switching time. Secondly, the
finite-time terminal sliding mode controller and finite-time disturbance observer guarantee
fast and robust velocity tracking. Finally, the control framework of PMPC-FTTSMC reduces
the number of iterations of the nonlinear solver in the model predictive controller.

3.1. Kinematic Prediction Model

The kinematic model and dynamic model of UUV are both nonlinear. In this paper,
the UUV model was linearized and discretized and is redefined in terms of the linear
time-invariant (LTI) state–space representation with a sampling period T as follows:

η(k + 1) = η(k) + T · J(k)v(k) (17)

where η(k) =
[
ηx(k), ηy(k), ηz(k), φ(k), θ(k), ψ(k)

]>, v(k) =
[
vx(k), vy(k), vz(k), p(k),

q(k), r(k)]>, J(k) is the rotation matrix J(η) at the kth sampling instant, let X(k) =
[

η(k)
v(k− 1)

]
and u(k) = v(k)− v(k− 1), the state–space representation with augmented matrix is de-
rived as follows [37]: {

X(k + 1) = A(k)X(k) + B(k)u(k)
Y(k) = CX(k)

(18)

where A(k) =
[

I6 T · J(k)
O6×6 I6

]
, B(k) =

[
T · J(k)

I6

]
, C =

[
I3 O3×9

]
.
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Remark 3. Equation (18) is derived as follows:

X(k + 1) =
[

η(k + 1)
v(k)

]
=

[
η(k) + T · J(k)v(k)

v(k)

]
=

[
η(k) + T · J(k)v(k) + T · J(k)v(k− 1)− T · J(k)v(k− 1)

v(k) + v(k− 1)− v(k− 1)

]
=

[
η(k) + T · J(k)v(k− 1)

v(k− 1)

]
+

[
T · J(k)v(k)− T · J(k)v(k− 1)

v(k)− v(k− 1)

]
=

[
I6 T · J(k)

O6×6 I6

][
η(k)

v(k− 1)

]
+

[
T · J(k)

I6

]
[v(k)− v(k− 1)]

(19)

According to the state prediction model, given an input sequence ũ(k), the prediction
state sequence X̃(k) of UUV can be calculated by simulating the model forward over Np

sampling intervals, where Np is the prediction horizon. The stacked vectors ũ(k), X̃(k) are
described as follows:

ũ(k) =


u(k|k)

u(k + 1|k)
u(k + 2|k)

...
u(k + Np − 1

∣∣k)

 X̃(k) =


X(k + 1|k)
X(k + 2|k)
X(k + 3|k)

...
X(k + Np

∣∣k)

 (20)

where u(k + i|k) and X(k + i|k) are the input vector and state vector at time k + i pre-
dicted at time k, respectively. According to Equation (18), X(k + i|k) can be calculated by
the following:

X(k + i|k) = A(k)X(k + i−1|k) + B(k)u(k + i− 1|k)

= A(k)iX(k|k) +
i−1
∑

j=0
A(k)i−1−jB(k)u(k + j|k) (21)

Thus, the prediction of position sequence p̃s(k) can be obtained by the following:

p̃s(k) =


ps(k + 1|k)
ps(k + 2|k)
ps(k + 3|k)

...
ps(k + Np

∣∣k)

 (22)

where ps(k + i|k) = C(k)X(k + i|k) is the position of UUV at time k + i predicted at sample
time k.

3.2. Parallel Model Predictive Controller

In this section, based on the kinematic prediction model of UUV, a parallel model
predictive controller is designed, so that UUV can find the optimal control law by min-
imizing the objective function under the constraints in the control domain. PMPC is
comprised of a soft-constrained model predictive controller, a hard-constrained model
predictive controller (HMPC), and a weight allocator. Define the expected change in veloc-
ity Op(k) = [∆u(k), ∆v(k), ∆w(k), ∆p(k), ∆q(k), ∆r(k)]>. The function of PMPC is defined
as follows:

OP(k) = OH(k) · wH(k)︸ ︷︷ ︸
HMPC

+ OS(k) · wS(k)︸ ︷︷ ︸
SMPC

(23)

OH(k) = [∆uH(k), ∆vH(k), ∆wH(k), ∆pH(k), ∆qH(k), ∆rH(k)]
> (24)
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OS(k) = [∆us(k), ∆vs(k), ∆ws(k), ∆ps(k), ∆qs(k), ∆rs(k)]
> (25)

where OH(k) and OS(k) are the outputs of HMPC and SMPC, respectively. wH and wS,
defined by a transition function, are the outputs of the weight allocator.

3.2.1. HMPC

Based on Equation (21), the prediction position and attitude sequence p̃s(k) is obtained.
Based on these predictions, the controller generates a sequence of control inputs that
optimize a certain performance criterion while satisfying the system constraints. The first
element of the input sequence is applied to the system, and the subsequent sequence is
used as the initial value for the next iteration. The process is repeated at each time step.

Define pd(k + i) as the desired position of UUV at sample time k:

pd(k + i) = [ηxd(k + i), ηyd(k + i), ηzd(k + i)]> (26)

The cost function of HMPC is defined as follows:

OH(k) =
Np

∑
i=1

[
‖ps(k + i|k)− pd(k + i)‖2

Q

]
+

Nc
∑

i=1
‖u(k + i− 1|k)‖2

R

s.t. umin ≤ u(k + i) ≤ umax
Xmin ≤ X(k + i) ≤ Xmax

(27)

where ‖x‖2
Q = x>Qx; Q and R are the weight matrices; u(k + i− 1|k) is the system input

at time k + i predicted at time k; Np is the predictive horizon, and Nc is the control horizon;
umax, umin represents the requirements for input smoothness, and Xmax, Xmin represents
the constraints on attitude, speed, and other states of UUV. Equation (27) is designed to
ensure the system tracks the desired trajectory smoothly and quickly.

3.2.2. SMPC

In SMPC, input constraints are hard constraints, while state constraints are softened by
the introduction of slack variables. The cost function of SMPC is defined by the following:

OS(k) = P1 · d1︸ ︷︷ ︸
path following

+ P2 · d2︸ ︷︷ ︸
input cost

+ P3 · (d+3 + d−4 ) + P4 · (d+5 + d−6 )︸ ︷︷ ︸
attitude cost

s.t.
Np

∑
i=1

[
‖ps(k + i|k)− pd(k + i)‖2

Q

]
− d1 = 0

Nc
∑

i=1
‖u(k + i− 1|k)‖2

R − d2 = 0

φ(k) + d+3 − d−3 = φmax φ(k) + d+4 − d−4 = φmin
θ(k) + d+5 − d−5 = θmax θ(k) + d+6 − d−6 = θmin
umin ≤ u(k + i) ≤ umax di, d+i , d−i ≥ 0

(28)

where Pi is the weight coefficient indicating the priority of the optimization part, and d+i , d−i
are the slack variables.

3.2.3. Weight Allocator

The weight allocator in PMPC is used to adjust the weights of different objectives in
the cost function during different phases of operation. It enables the control system to
switch between soft and hard constraints based on task goals, and also helps to improve
the smoothness and effectiveness of the control approach. In order to achieve a smooth
transition in a prescribed time, the transition function is defined as follows:
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wS(k) = 1− wH(k)

wH(k) =


0, (k < kT1)
3x2 − 2x3, (kT1 < k < kT2)
1, (k > kT2)

(29)

where kT1 < kT2 are the prescribed transition time variables, T is the sampling interval,
and x is the temp variable defined as follows:

x =
k− kT1

kT2 − kT1
(30)

Thus, the prescribed time T̃ of transition phase can be described by the following:

T̃ = TkT2 − TkT1 (31)

Remark 4. The proposed PMPC guidance law provides an efficient way to switch between soft
and hard constraints in tracking control by applying a weight allocator that can dynamically
assign weights to sub-controllers. This feature is particularly advantageous in MPPS scenarios,
where UUVs may have varying objectives at different stages of their mission. Furthermore, the
method can overcome infeasibility issues by utilizing soft constraints. The lower-priority con-
straints can be violated with a certain penalty, providing greater flexibility in achieving the desired
control objectives.

3.3. Dynamics Controller Design
3.3.1. Finite-Time RBF Disturbance Observer

External disturbances can introduce uncertainties into the mathematical model, poten-
tially compromising the trajectory tracking performance [49]. To ensure robust dynamics
control, it is essential to have fast and precise disturbance estimation. To tackle this chal-
lenge, this paper proposes a finite time radial basis function disturbance observer. The
FTRBFDO uses a radial basis function neural network to estimate the unknown disturbance.
This approach provides fast and accurate disturbance estimation by using the capability of
the RBF adaptive algorithm to approximate unknown nonlinear functions. Additionally,
the adaptive nature of FTRBFDO ensures that the observer can adapt to changes in the
disturbance over time, further improving the accuracy of the disturbance estimate.

Typically, disturbances cannot be directly measured. In order to accurately estimate
these disturbances, it is necessary to first establish a dynamic estimation model:

.
z = M−1[−C(v)v− D(v) + τ + τ̂d(v, τ|w)] + a0(v− z)m + b0(v− z)n (32)

where a0 = diag(a, a, a, a, a, a), a > 0; b0 = diag(b, b, b, b, b, b), b > 0; n > 1, 0 < m < 1;
z(k) =

[
v̂x(k), v̂y(k), v̂z(k), p̂(k), q̂(k), r̂(k)

]>; τ̂d(v, τ|w) = [τ̂d1, τ̂d2, τ̂d3, τ̂d4, τ̂d5, τ̂d6]
> is the

output of observer, which is described in the following form:

τ̂di(v, τ|w) =
r

∑
j=1

wij · exp(−
∥∥xi − cij

∥∥2

2σ2
ij

) i = 1, 2 . . . 6 (33)

where xi = [τi(k−1), vi(k−1)] is the input of observer; r is the number of neurons; cij is the
vector value of the center point and σij is the width vector of the Gaussian kernel function
of the hidden layer neuron; wij represents optimal weight of RBF neural network; and cij,
σij and wij are updated by the observer error ω, which is defined as follows:

ω(k) = v(k)− z(k) (34)

where v(k) is the velocity vector in Equation (2), z(k) is the estimated velocity vector in
Equation (32).
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Proposition 1. If the optimal weight matrix W of RBF neural network is selected as
.

W = µ̃1(ξω> − µ̃2W) with parameters µ̃1 > 0 and µ̃2 > 0 . The observer error ω can ap-
proach a region around the origin within a finite time.

Proof: Please refer to [47]. �

3.3.2. Finite-Time Terminal Slide Mode Controller

As a result of the adoption of the control framework of PMPC-FTTSMC, if the speed
cannot be converged in time, it may lead to problems such as constraint violation. To solve
the problem, an FTTSMC law [50] is proposed as a solution.

Define the reference velocity vr =
[
vxr, vyr, vzr, pr, qr, rr

]>, and the velocity error vector
e = [e1, e2, e3, e3, e4, e6]

> can be defined as follows:

e = v− vr (35)

Differentiating Equation (35) yields the following:

.
e =

.
v− .

vr (36)

where
.
vr can be obtained by the following:

.
vr(k) = Op(k)/T (37)

Furthermore, a terminal sliding mode surface is defined as follows:

si = ei + C1i

∫ t

0
ei dt + C2i

∫ t

0
sigrei (ei) dt i = 1, 2 . . . 6 (38)

where C1i > 0, C2i > 0, 0 < rei < 1; ei represents the ith element of vector e, C1i represents
ith element of vector C1, C2i represents ith element of vector C2, and rei represents ith
element of vector re.  sign(x) =

{
1, x ≥ 0
−1, x < 0

sigr(x) = |x|rsign(x)
(39)

In discrete form, Equation (38) can be obtained as follows:

si(k) = ei(k) + C1i

k

∑
j=1

ei(j) + C2i

k

∑
j=1

sigrei (ei(j)) dt i = 1, 2 . . . 6 (40)

In order to eliminate the velocity error to zero in finite time, the control law is presented
as follows:

τ = C(v)v + D(v)v− τ̂d + M · ( .
vr − µ) (41)

where µ = [µ1, µ2, µ3, µ4, µ5, µ6]
>; τ̂d is the estimation of τd, which can be calculated by

Equation (33); µi is proposed as follows:

µi = C1iei + C2isigrei (ei) + k1isi + k2isigrsi (si) i = 1, 2 . . . 6 (42)

where k1i > 0, k2i > 0, 0 < rsi < 1; k1i represents ith element of vector k1, k2i represents
the ith element of vector k2, and rsi represents the ith element of vector rs.

3.3.3. Stability Analysis

Proposition 2. Utilizing the control law τ presented in Equation (41), the velocity tracking error
vector e = [e1, e2, e3, e3, e4, e6]

> can converge to zero in finite time.
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Proof. The analysis process consists of two steps to verify the stability and finite-time
convergence of the velocity error: The first step is to prove that the sliding mode can be
attained in finite time by the proposed heading control law. The second step is to prove
that the tracking error can converge to zero in finite time after entering the sliding mode.

Step 1: Achieving Sliding Mode in Finite Time

To prove the first step, take i = 1, consider the following Lyapunov function for
dynamic control:

V1 =
1
2

s2
1 (43)

Differentiating Equation (38) yields the following:

.
s1 =

.
e1 + C11e1 + C21sigre1 (e1) (44)

According to Equation (2), one can obtain the following:

.
s1 = (−C1(v)v1 − D1(v)v1 + τ1 + τd1)/M1 −

.
vr1 + C11e1 + C21sigre1(e1) (45)

where Mi is the ith element on the diagonal of the matrix. Ci(v)vi, Di(v)vi are the ith row
of the original matrix C(v)v, D(v)v.

Differentiating Equation (43) yields the following:
.

V1 = s1
.
s1

= s1[(−C1(v)v1 − D1(v)v1 + τ1 + τd1)/M1 −
.
vr1 + C11e1 + C21sigre1(e1)]

(46)

when τ1 = C1(v)v1 + D1(v)v1− τ̂d1 + M1 · (
.
vr1− µ1),

.
V1 can be described by the following:

.
V1 = s1[−k11s1 − k21sigrs1(s1) + D̃1]

≤ −k11s2
1 − k21|s1|

rs1+1
+ 1

2σ s2
1 +

σ
2 D̃2

1

= −(k11 − 1
2σ )s

2
1 − k21|s1|

rs1+1
+ σ

2 D̃2
1

= −2(k11 − 1
2σ )V1 − 2

rs1+1
2 k21V

rs1+1
2

1 + σ
2 D̃2

1

(47)

where σ is a user-defined positive constant and k11 − 1
2σ > 0; D̃1 = τd1 − τ̂d1 is the

estimation error and will converge to zero in finite time tr [47]. Thus, Equation (47) can be
further derived as follows:

.
V1 = −2(k11 − 1

2σ )V1 − 2
rs1+1

2 k21V
rs1+1

2
1

= −Γ1V1 − Γ2V
rs1+1

2
1

(48)

where Γ1 = 2(k11 − 1
2σ ), Γ2 = 2

rs1+1
2 k21.

According to Lemma 1, it can be concluded that the sliding mode surface s1 can
converge to zero in finite time t1 by the control law τ1.

t1 ≤ tr +
1

Γ1(1− rs1+1
2 )

ln
Γ1V1− rs1+1

2 (0) + Γ2

Γ2
(49)

Step 2: Velocity Tracking Error Convergence in Finite Time

It can be proven that velocity tracking error e1 will converge to zero in finite time
when the sliding mode surface s1 converges to zero. When s1 = 0,

.
e1 can be described by

the following:
.
e1 = −C11e1 − C21sigre1(e1) (50)
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Consider the following Lyapunov candidate for the sliding mode holding stage:

V2 =
1
2

e2
1 (51)

Differentiating Equation (51) yields the following:

.
V2 = e1

.
e1

= −C11e2
1 − C21|e1|re1+1

= −2C11V2 − 2
re1+1

2 C21V
re1+1

2
2

= −Γ3V2 − Γ4V
re1+1

2
2

(52)

where Γ3 = 2C11, Γ4 = 2
re1+1

2 C21.
According to Lemma 1, it can be proven that the velocity tracking error e1 can converge

to zero in finite time t2 by the control law τ1

t2 ≤ tr +
1

Γ1(1− rs1+1
2 )

ln
Γ1V1

1− rs1+1
2 (0) + Γ2

Γ2
+

1

Γ3(1− rs1+1
2 )

ln
Γ3V2

1− rs1+1
2 (0) + Γ4

Γ4
(53)

Similarly, it can be proven that e2, e3, . . . e6 converge to zero in finite time when utilizing
the control law τ2, τ3, . . . τ6. �

Proposition 3. For the PMPC controller (23), consider the cost function with the constrains (27)
(28), utilizing positive definite weight matrices Q and R , predict horizon Np , and control horizon
Nc , and guaranteeing the optimal solution of the cost function exists, the nominal stability of the
system can be ensured.

Proof. For the HMPC controller, select the optimal cost function OH(k) as a Lyapunov
function V(k). It is found that V(k + 1) ≤ V(k) when selecting positive definite weight
matrices Q and R, predicting horizon Np, controlling horizon Nc, and guaranteeing the
optimal solution of the cost function exists [51]. Likewise, the asymptotic stability of the SMPC
controller can be proven. As PMPC is a linear combination of HMPC and SMPC, the entire
PMPC controller is also asymptotically stable. As the kinematic controller is asymptotically
stable, the dynamic controller can ensure that the velocity error converges to zero within a
finite time, thereby ensuring the stability of the overall closed-loop system. �

Remark 5. The proposed FTTSMC method with FTRBFDO provides a fast and accurate approach
for disturbance estimation, which is crucial for trajectory tracking in dynamic ocean environments.
Additionally, the finite-time control law ensures that the velocity error converges to zero within
a finite time, which can enhance the stability and robustness of the overall control system and
solve the constraint violation problem in traditional hybrid control schemes that combine MPC and
robust control.

Remark 6. The proposed control framework, which integrates PMPC and FTTSMC, can effectively
reduce the number of iterations compared with the traditional MPC method. The reasons are
as follows:

Firstly, the complexity of the system being controlled can impact the number of iterations needed
for convergence. More complex systems may require more iterations. Therefore, by employing the
control framework of PMPC-FTTSMC, the proposed PMPC approach reduces the model complexity
by focusing only on the UUV kinematic model. Additionally, a smaller control horizon is selected
to further simplify the optimization objective function. These measures are all advantageous for
reducing the number of iterations required for computation.

Secondly, the selection of the initial point also has a certain degree of impact on the number
of iterations. For the control sequence generated by the solver, the first control sequence is used
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as the input and the subsequent control sequence is used as the initial value for the next iteration.
This method effectively reduces the number of iterations compared to selecting the zero vector as the
initial value.

Finally, soft constraints can reduce the number of iterations required by allowing for some
flexibility in the solution. In traditional model predictive control, hard constraints are often used
to ensure that the system operates within certain limits. However, these hard constraints can lead
to infeasible solutions, which require additional iterations to find a feasible solution. By using soft
constraints, the optimization problem can be formulated in such a way that it is more likely to find a
feasible solution on the first iteration, reducing the total number of iterations required.

3.4. Implementation of the Tracking Control Algorithm
3.4.1. Detailed Implementation Process

The complete PMPC-FTTSMC trajectory tracking control algorithm is summarized
in Algorithm 1.

Algorithm 1 Three-dimensional Trajectory Tracking Algorithm.

Input: X(0) (initial state), Step1 (search phase), Step_pass (transition phase), Step2 (dock ing
phase), umax, umin (input constrains), Xmax, Xmin (state constrains), Np (predict horizon), Nc
(control horizon)
begin:

1. k← 1
2. X(k)←X(0)
3. while k ≤ Step1 + Step_pass + Step2 do
4. Calculate p̃s(k) according to Equations (18)–(22)
5. if k ≤ Step1 then
6. Calculate the output of SMPC Os(k) utilizing Equation (28)
7. else if k ≤ Step1 + Step_pass then
8. Calculate the output of SMPC and HMPC according to Equations (27) and (28)
9. Calculate the output of weight allocator utilizing Equation (29)
10. else
11. Calculate the output of HMPC OH(k) utilizing Equation (27)
12. end if
13. Calculate the output of kinematic controller OP(k) utilizing Equation (23)
14. Calculate the output of disturbance observer τ̂d(k) according to Equation (33)
15. Calculate the terminal sliding mode surface s(k) utilizing Equations (35)–(40)
16. Calculate the desired torque τ(k) according to Equations (41) and (42)
17. Implement τ(k) to the UUV
18. k← k + 1
19. Update the weight matrix W according to Proposition 1
20. Update the State of UUV X(k)
21. end while

end

3.4.2. Challenges in Real-World Deployment of Algorithm

Although the proposed method shows promise for addressing the control challenges
of UUVs, there are several limitations and practical considerations that need to be addressed
for its successful implementation.

Firstly, it is important to note that the modeling process in the study involves certain
idealized assumptions. These assumptions may not fully capture all real-world complexities
and dynamics of UUV systems. Therefore, during the practical implementation of this
method, parameter adjustments based on specific system characteristics and environmental
conditions may be necessary. Adapting the method to suit the practical requirements of
different UUV platforms and operating scenarios is an essential consideration.

Furthermore, some factors such as sensor and actuator faults, and communication
delays are not explicitly taken into account in this study. These aspects are significant
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challenges in real-world UUV applications. To address these issues and enhance system ro-
bustness, future research should explore the integration of fault-tolerant control techniques
and consider the impact of time delays to further improve the performance and reliability
of the proposed method.

4. Simulation

In this section, a comparative study of numerical simulations is performed to verify
the effectiveness and stability of the proposed control method. The simulation parameters
and the function of disturbance are presented in Section 4.1, and two cases and their results
are displayed in Sections 4.2 and 4.3. The first is an underwater spiral trail, the other is the
trajectory of search-and-docking mission.

4.1. Simulation Preparation

Numerical simulations are carried out within six degrees of freedom, and the parame-
ters of UUV are given in Table 1. The main designed parameters are selected as follows:
weight coefficients P1 = 100, P2 = 0.001, P3 = 1, P4 = 1, sampling interval T = 0.01,
parameters of dynamic estimation model a = 0.5, b = 0.5, m = 0.7, n = 1.1, control
horizon Nc = 3, predictive horizon Np = 35, and Q and R are identity matrices. re =

rs = [0.5, 0.5, 0.5, 0.5, 0.5, 0.5]>, C1 = [35, 26, 14, 23, 35, 35]>, C2 = [35, 26, 14, 23, 35, 35]>,
k1 = [0.3, 0.3, 0.3, 0.3, 0.3, 0.3]>, k2 = [0.1, 0.1, 0.1, 0.1, 0.1, 0.1]> are parameters of the dy-
namic controller and weight matrices. As shown in Algorithm 1, the parameters of the
model are used form REMUS AUV [52]. The computer processor used is the 12th Gen Intel
Core i7-12700H with a clock speed of 2.30 GHz. The simulation software used is MATLAB
and the solver used is CasADi [53].

Table 1. Parameters of the UUV model.

m = 30.4791 kg Yv = −66.6 N · s/m Kp|p| = −0.13 N · s2/rad2

X .
u = −0.93 kg Zw = −66.6 N · s/m Mq|q| = −94 N · s2/rad2

Y .
v = −35.5 kg Kp = −0.2 N · s/rad Nr|r| = −94 N · s2/rad2

Z .
w = −35.5 kg Mq = −6.87 N · s/rad Ixx = 0.177 kg ·m2

K .
p = −0.0704 kg ·m2/rad Nr = −6.87 N · s/rad Iyy = 3.45 kg ·m2

M .
q = −4.88 kg ·m2/rad Xu|u| = −1.62 N · s2/m2 Izz = 3.45 kg ·m2

N .
r = −1.93 kg ·m2/rad Yv|v| = −1310 N · s2/m2 W = B = 306 N
Xu = −13.5 N · s/m Zw|w| = −131 N · s2/m2 xg, yg, zg, xb, yb, zb = 0 m

In case 1, the initial state vector is η(0) = [2, 2, 0, 0, 0, 0]>, the initial velocity vector is
v(0) = [0, 0, 0, 0, 0, 0]>, the state constraints are Xmax = [+∞,+∞, 0, π

18 , π
9 ,+∞]> and Xmin =

[−∞,−∞, 0,− π
18 ,−π

9 ,−∞]>, the input constraints are umax = [0.8, 0.2, 0.2, 0.2, 0.2, 0.2]> and
umin = [−0.8,−0.2,−0.2,−0.2,−0.2,−0.2]>, and the prescribed transition time variables are
kT1 = kT2 = 1500.

In case 2, the initial velocity vector and input constraints are the same as the pa-
rameters in case 1, while the initial state vector is η(0) = [0, 0, 0, 0, 0, 0]>, and the state
constraints are different in the search phase and docking phase. During the search phase,
φmax = π

36 , θmax = π
9 and φmin = − π

36 , θmin = −π
9 , while in the docking phase,

φmax = π
60 , θmax = π

36 and φmin = − π
60 , θmin = − π

36 , the prescribed transition time variables
kT1 = 1400, kT2 = 1600.

Each simulation is performed with disturbances τd = [τd1, τd2, τd3, τd4, τd5, τd6]
>, which

are defined as follows:
τd1 = 10 · sin(x)
τd2 = 10 · cos(x)
τd3 = 10 · sin(x + π

3 )


τd4 = 10 · cos(x + π

3 )
τd5 = 10 · sin(x + π

6 )
τd6 = 10 · cos(x + π

6 )
(54)
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4.2. Case 1: Spiral Trajectory Tracking

In the simulation of case 1, in order to verify the tracking performance of the proposed
control method, it was compared with conventional MPC and MPC-SMC methods. UUV is
supposed to track an underwater spiral trajectory, which is defined by the following:

ηxd = 10 sin(t) m
ηyd = 10 cos(t)− 10 m
ηzd = −t m

(55)

Figure 4 shows underwater spiral trajectory tracking results in 3D space. As shown
in the figure, the UUV in all simulations could track the desired trajectory in real time,
even in the presence of disturbances. Figure 5 shows the path tracking performance of the
three control methods by analyzing their respective XY and XZ axis tracking results. By
comparing the path tracking images of the XY and XZ axis for the three methods, the faster
speed and better tracking effect of the PMPC-FTTSMC can be clearly shown.
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The variation and average number of iterations are presented in Figures 6 and 7, as
shown in the figures, and the PMPC-FTTSMC approach achieved an average improvement
of 33% and 80% in terms of the number of iterations required in comparison with the MPC-
SMC and traditional MPC methods, respectively. PMPC-FTTSMC uses a combination of
model predictive control and robust control, which allows for a more efficient optimization
process. As a result, the PMPC-FTTSMC algorithm can achieve faster convergence and
make real-time decisions more reliably. Tracking errors in the three-axis and overall

tracking errors
√

η2
xe + η2

ye + η2
ze are illustrated in Figures 8 and 9. Based on the simulation

results, it was observed that the PMPC-FTTSMC, MPC-SMC, and traditional MPC methods
had steady-state times of 0.44 s, 0.68 s, and 0.78 s, respectively. The results suggest that
the PMPC-FTTSMC method outperformed the other two approaches, demonstrating an
average of 35% reduction in convergence time compared with the MPC-SMC method,
and a 44% reduction when compared with the traditional MPC approach. These results
suggest that the PMPC-FTTSMC approach may be a more efficient and effective option for
certain applications.
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In conclusion, PMPC-FTTSMC is a more effective and efficient solution for tracking
an underwater spiral trajectory, providing greater stability and accuracy. This conclusion
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is based on the following factors: PMPC-FTTSMC requires less iteration time to achieve
faster convergence compared with the other methods, and it can quickly estimate and reject
interference, avoiding constraint violations. The path tracking images in the XY and XZ
axes also indicate that the proposed PMPC-FTTSMC can track the desired trajectory more
accurately, with less deviation and oscillation. These results suggest that PMPC-FTTSMC
can be a better real-time control strategy for UUV path tracking, especially in complex and
uncertain underwater environments.

4.3. Case 2: Search-and-Docking Mission

To further prove the superiority of the proposed control algorithm, a search-and-
docking mission is presented as an additional test. The objective of the mission is to search
along the specified path and dock the UUV with a prescribed performance. This task
requires accurate and precise control over the motion and direction of the UUV. It serves as
a practical application scenario to assess the effectiveness of the proposed control algorithm
for underwater vehicles.

The proposed search-and-docking mission involves the UUV conducting an underwa-
ter search following a sinusoidal trajectory and docking along a straight path once it enters
the signal range of the docking station. This task is divided into three phases: the search
phase, the transition phase, and the docking phase.

During the search phase, the UUV is controlled by the SMPC guidance law. The SMPC
allows the UUV to follow the sinusoidal trajectory with minor constraint violations. In
the transition phase, both the SMPC and the HMPC are utilized for smooth switching.
The HMPC gradually takes over the control from the SMPC within a prescribed time as
the UUV approaches the docking station, which ensures that the UUV follows a fast and
smooth trajectory tracking during the transition from the search to the docking phase.

In the docking phase, the HMPC is used to strictly control the UUV. The HMPC
ensures that the UUV reaches the desired attitude for docking and maintains stability
during the docking process. The desired trajectory is designed as follows:

pd1 =


ηxd = 10e−0.1t · sin(t) 0 < t < 14
ηyd = t 0 < t < 14
ηzd = −t 0 < t < 14

(56)

pd2 =


ηxd = 14 14 < t < 21
ηyd = t 14 < t < 21
ηzd = −14 14 < t < 21

(57)

Figure 10 shows the trajectory tracking results of the mission in 3D space. The black
dots are the desired trajectory, the red curve is the simulated tracking result of the proposed,
the yellow pipe part is the transition phase, and the blue pipe part is the docking phase. It
is easily seen that the proposed control method can achieve good trajectory tracking. To
better analyze the tracking performances of different stages, three different background
colors are used to mark each stage in Figures 11–18. The green background represents
the search phase, the orange background represents the transition phase, and the red
background represents the docking phase. The output of the dynamic controller is shown
in Figure 12. The transitions of overall tracking errors and tracking errors in the three-axis
are illustrated in Figures 11 and 13, which clearly show that there are relatively small
overshoots and reduced chattering for the proposed method. This is because the proposed
method incorporates an integral term into the sliding surface design. It smooths out
the control action and reduces the abrupt switching behavior typically associated with
chattering. As a result, the proposed method effectively enhances the system’s response
and ensures a better overall performance. The attitude of the UUV is demonstrated in
Figure 14, where it can be seen that the attitude variables of the UUV can break through
constraints during the search phase, while UUV strictly obeys the constraints during the
docking phase. The velocity and angular velocity increment are shown in Figures 15 and 16,
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and it can be seen that the UUV always satisfies the hard constraint of velocity smoothness
in the whole stage of the trajectory tracking. The variation of iterations is presented in
Figure 17. As shown in Figure 18, the weight allocator provides smooth weights for
controller switching. The disturbance estimation results of six degrees of freedom and
a comparison between FTRBFNN and asymptotically convergent RBFNN are given in
Figures 19 and 20. It is obvious that the proposed method has a significant advantage in
terms of interference estimation. PMPC-FTTSMC utilizes FTRBFDO, which allows for a
fast and accurate estimate of the interference signal. This improves the overall accuracy
of the tracking results and helps to mitigate the impact of disturbances in the system. To
further validate the robustness of the proposed algorithm, Figures 21–23 demonstrate the
trajectory tracking performance of the UUV and the disturbance estimation results when
the disturbance amplitude is doubled. As shown in the figures, the proposed algorithm is
capable of maintaining effective trajectory tracking and accurate disturbance estimation,
even in the presence of larger disturbances. During precise docking, accurate control of the
UUV’s attitude is crucial for successful operation. From Figure 22, it can be observed that
the disturbance observer significantly improves the control performance of roll and pitch
angles even in the presence of large disturbances. This enhancement ensures that the UUV
maintains the desired performance during precise docking processes.

Based on the analyses above, it is easy to draw the following conclusions. The pro-
posed control algorithm can provide fast and accurate trajectory tracking, while ensuring
stability and robustness in the presence of disturbances. The success of the search-and-
docking mission further validates the effectiveness and efficiency of the proposed PMPC-
FTTSMC algorithm in real-world scenarios for UUV docking.
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4.4. Discussion of Results

In case 1, a comparison of three control methods (traditional MPC, MPC-SMC, and
PMPC-FTTSMC) is presented for underwater spiral trajectory tracking. The simulation
results demonstrate that the proposed PMPC-FTTSMC control method outperforms the
other two approaches in terms of faster convergence, higher accuracy, and greater stability,
even in the presence of disturbances. The PMPC-FTTSMC approach achieved an average
improvement of 33% and 80% in terms of the number of iterations required in comparison
to the MPC-SMC and traditional MPC methods, respectively. The path tracking images of
the XY and XZ axes also indicate that the proposed PMPC-FTTSMC can track the desired
trajectory more accurately, with less deviation and oscillation. Based on the simulation
results, it can be concluded that PMPC-FTTSMC is a more efficient and effective option for
certain underwater applications.

In case 2, the trajectory tracking results for a search-and-docking mission using the
proposed PMPC-FTTSMC control algorithm are presented. The analysis of tracking per-
formances of different stages indicates that the proposed method achieves relatively small
overshoots and reduced chattering. The attitude, velocity, and angular velocity increment
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of the UUV are strictly controlled during the docking phase, and the proposed algorithm is
capable of accurate disturbance estimation, even in the presence of larger disturbances.

In summary, the algorithm proposed in this paper has the ability to effectively handle
diverse constraints in complex multi-stage scenarios. It demonstrates rapid and stable error
convergence, while also significantly reducing iteration time and hardware requirements.
As a result, it holds vast potential for applications in various fields.
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5. Conclusions

In this paper, a novel control algorithm based on PMPC-FTTSMC is proposed to
achieve the prescribed performance trajectory tracking control of a UUV. Firstly, the 6-
DOF kinematics and dynamics model of a fully-actuated UUV are presented. Secondly,
the input, state constraints, and velocity finite time convergence are considered as the
prescribed performance in the PMPC guidance law and dynamic control law. Finally,
a comparative simulation of two different scenarios is carried out: In the first case, the
proposed controller is compared with traditional MPC and MPC-SMC methods in terms of
tracking performance and computational efficiency. The simulation results demonstrate that
the PMPC-FTTSMC approach outperformed the MPC-SMC and traditional MPC methods
in terms of the number of iterations required, achieving an average improvement of 33%
and 80%, respectively. Furthermore, the PMPC-FTTSMC method exhibited a significant
reduction in convergence time, with an average of 35% and 44% improvement compared
with the MPC-SMC and traditional MPC approaches, respectively. In the second case,
a search-and-docking mission was also designed to further verify the effectiveness and
feasibility of the proposed algorithm in practical applications. It is shown that the PMPC-
FTTSMC could achieve fast interference estimation and convergence, as well as improve
the tracking accuracy and stability of the UUV. The use of PMPC-FTTSMC in prescribed
performance control allows for a robust, constraint-aware control scheme that can achieve
the desired performance specifications within a finite time horizon. The combination
of parallel controller, fast interference estimation, and robust constraint handling makes
the proposed method a promising approach for real-time control and decision-making in
complex underwater systems.

However, it is important to note that the proposed method does have some limitations.
The presented UUV model makes several idealized assumptions to simplify the calcula-
tions and analysis. Uncertainties in the UUV’s hydrodynamics and environmental factors
are treated as combined disturbances and estimated by a disturbance observer, without
specifically analyzing the impact of individual factors that contribute to the composite
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disturbance. The impact of these individual factors on the performance of the control
system is an important aspect that will be investigated in future work. In addition, future
work could also explore the combination of the proposed PMPC-FTTSMC algorithm with
fault-tolerant control algorithms. This would allow for greater robustness to unexpected
events or faults in the UUV’s hardware or software, increasing the safety and reliability of
the system in real-world applications.
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