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Abstract: In this paper, we propose a trajectory tracking controller with experimental verification
for torpedo-like autonomous underwater vehicles (AUVs) with underactuation characteristics. The
proposed controller overcomes the underactuation problem by designing the desired error dynamics
in a coupled form using state variables in body-fixed and world coordinates. Unlike the back-stepping
control requiring high-order derivatives of state variables, the proposed controller only requires the
first derivatives of the states, which can alleviate noise magnification issues due to differentiation.
We adopt time delay estimation to estimate the dynamics indirectly using control inputs and vehicle
outputs, making the proposed controller relatively easy to apply without requiring the all of the
vehicle dynamics. We also address some practical issues that commonly arise in experimental
environments: handling measurement noises and actuation limits. To mitigate the effects of noise on
the controller, a filtering technique using a moving window average is employed. Additionally, to
account for the actuation limits, we design an anti-windup structure that takes into consideration the
nonlinearity between the thrusting force and rotating speed of the thruster. We verify the tracking
performance of the proposed controller through experimentation using an AUV. The experimental
results show that the 3D motion control of the proposed controller exhibits an RMS error of 0.3216 m
and demonstrate that the proposed controller achieves accurate tracking performance, making it
suitable for survey missions that require tracking errors of less than one meter.

Keywords: autonomous underwater vehicles; robust trajectory tracking; coupled desired error
dynamics; time delay estimation

1. Introduction

Designing a trajectory tracking controller for torpedo-like autonomous underwater
vehicles (AUVs) is challenging due to their underactuation characteristics. These vehicles
have only three control inputs—surge force, pitch, and yaw moment—to control their 3D
motion in space. The lack of control inputs leads to dissatisfaction of the matching condi-
tion, where certain uncertain terms in the state equation cannot be directly compensated for
by the control inputs [1,2]. Additionally, the vehicles have nonlinear dynamics involving
both rigid body dynamics and hydrodynamics [2]. In the development of AUVs and their
control systems, it is crucial to verify their performance in experimental environments.
During such verification, numerous issues can affect the system’s performance, including
sensor measurement noise, modeling errors in system dynamics, disturbances, and im-
perfections in control systems, such as jitter in the sampling time. As a result, developing
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a trajectory tracking controller for AUVs is challenging in two aspects: the design of the
control algorithm and the experimental verification process.

Regarding the controller design manner, there have been several research works to
propose trajectory tracking control scheme for AUVs. To overcome the matching condition
issues of the vehicles, several research works have proposed control schemes based on
back-stepping control (BC). BC using the vehicle dynamic model was proposed in [3-6].
BC with time delay estimation (BCTDE), an indirect estimator of the vehicle dynamics,
has also been studied [2,7,8]. BC provides an excellent and systematic method to han-
dle matching condition issues. However, it requires high-order derivatives of the state
variables, which may result in instability in experimental environments due to the mag-
nification of noise effects. There have been several studies on controlling the vehicles
using other schemes. Hierarchical design of the controllers has been researched to address
the underactuation characteristics [9,10]. Sliding mode control has been applied to gain
robustness against model errors and disturbances [11-14]. Adaptive schemes have been
employed to resolve model uncertainty [15,16]. Neural networks have been used for robust
path following [17,18].

Regarding the experimental verification manner, however, it is hard to find previ-
ous research works proposing trajectory tracking algorithms with experimental results.
For example, the aforementioned previous research works primarily demonstrate control
performance with simulation results and lack experimental verification. The reasons for
the absence of experiments in previous works are not explicitly mentioned, but this could
be attributed to the need for further investigation to address practical issues such as sensor
noises or modeling errors in AUV dynamics, including disturbances. For example, the au-
thors have attempted to verify the performance of the BCTDE [2,7,8] and found it difficult
to determine stable gains for the BCTDE. Figure 1 illustrates the experimental results for
depth control using the BCTDE, which indicate unstable responses. This instability arises
because the BCTDE requires high-order differentiation of the state variables to handle
unmatched dynamics and disturbances, thereby amplifying the effects of noise in the
state measurements. As another reason for the lack of experimentation, the difficulty of
obtaining a suitable experimental platform can be considered, as AUVs are costly plaforms.
In constrast to the trajectory tracking problem, however, there have been several research
works that proposed via point tracking control of underactuated AUVs with experimen-
tal verification [19-21]. These research works utilize traditional approaches employing
PID-type controllers for the forward velocity, pitch angle (or depth), and heading angle,
combined with a desired heading angle planner such as the line of sight (LOS) [22-24].
Designing via point tracking controllers is relatively straightforward since each controller
focuses only on stabilizing states with dynamics matched to the control inputs. However,
they mainly focus on waypoint tracking and are unable to handle time-varying trajectory
tracking problems. There have also been research works suggesting trajectory tracking
controllers for underwater vehicles with full degree-of-freedom (DOF) actuation [25-29].
In such cases, the vehicle can generate the control actuations for every controlled state,
eliminating issues arising from a lack of satisfaction of the matching condition.

In this paper, we propose a robust trajectory tracking controller for the 3D motion
of underwater vehicles, along with experimental verification of its control performance.
In terms of controller design, the proposed controller incorporates an appropriate design of
the desired error dynamics and time delay estimation (TDE). To address the underactuation
issues of the vehicle, the desired error dynamics is formulated in a coupled form between
the state variables in body-fixed and world coordinates. By utilizing the TDE [2,30], the
controller effectively compensates for the nonlinear dynamics and disturbances of the
vehicle while maintaining a simple structure. The proposed controller only requires the
state variables and their first derivatives, mitigating the issues of noise amplification due to
differentiation. An initial version of the proposed controller was presented in [31], and in
this paper, we extend the controller for motion control in a 3D space. In terms of experimen-
tal implementation, practical issues related to measurement noise and actuation limitations
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are addressed. A moving average filter is employed to mitigate the effects of sensor noise
on control performance, and actuation limitations combined with nonlinear dynamics are
also considered. We verify the tracking performance of the proposed controller through
experiments conducted on an AUV.

Vertical response and input

il
L

50 100 150 200 250

Figure 1. Experimental results for depth control using the BCTDE. The results indicate an almost
unstable response due to the high—order differentiation of states required by the controller, which
amplifies the noise effect in the state measurements.

2. Controller Design for the AUV
2.1. AUV Systems and Motion-Governing Equations

Figure 2 illustrates the AUV platform utilized in this research, which was developed
by Hanwha Systems [32]. The AUV serves as a testbed for underwater docking tasks [33].
The linear velocities of the vehicle are measured using a Doppler velocity log (DVL), and the
angular velocities are measured using an inertial measurement unit (IMU). The position
of the vehicle in the world coordinate is estimated using an extended Kalman filter (EKF)
that utilizes navigation sensor data from an IMU, a DVL, a depth sensor, a digital compass,
and a global navigation satellite system (GNSS) [34-36]. The vehicle is equipped with a
thruster for forward propulsion, as well as rudder fins and stern fins for lateral and vertical
moments, respectively. The actuators are controlled by an ARM-based embedded system
with a control sampling frequency of 10 Hz.

Rudder fin

Wifi antenna thruster

GPS antenna/
Digital compass

Stern fin
USBL transponder

Forward looking sonar

IMU

Depth sensor

Figure 2. AUV used in the experiment. The vehicle was developed by Hanwha Systems [32]. The
AUV serves as a testbed for underwater docking tasks [33].

To formulate the motion-governing equation, let us consider the control problem of
the vehicle in a 3D space as shown in Figure 3. Assuming that the roll motion of the vehicle
can be neglected, the governing equations for motion are given as follows [8,37]:

7=Rv
6=gq, @
Yp=r/cH, and,
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mypi — mopvr + mazwq + fu(U)u + Ty = Ty,
Mop0 + myqur + fv (ZJ)Z) + MypTey = 0,

mazw — myug + fo(w)w —dy + Tew = 0, (2)

mssq — (maz — my)uw + fo(9)q + (d2 + Teq) = T4,

Megl? — (mn — mzz)u?] + fr(i’)l’ + Ty = T,
where ce and se denote cos(e) and sin(e), respectively; # = [x,y, 2] v = lu,0,w]T; x, v,
z, 8, and 1 are the positions and orientations of the vehicle in the world coordinate; u,
v, w, q, and r are the translational velocities and angular velocities; T, T, and 7, are the
control inputs; Tey, Tev, Tew, Teq, Teu, and Ty are the bounded external disturbances, such
as ocean currents and waves; m;;(i = 1,2,3,5,6) represent the terms for the combined
mass and intertia parameters; dy = (W — B)ct; dy = (zW — z;,B)s6; W is the gravity, B is
the buoyancy of the vehicle; fi(k)(k = u,v,w, q,r) represents the hydrodynamic damping
and friction terms; and R = R;(¢)R;(#) is the rotation matrix of { B} with respect to {W}.

From Equation (2), the dynamics of the controllable states are rearranged as follows:

i+ hy = 7y,
mrf’ + hr = Ty,

where 71,, m,, and i, are the positive constants which represent the known ranges of
inertia and hy, hy, and h, are nonlinear terms, defined as

hy = (myy —m,)1 — myor + mazwq + fiu (1)1 + Tey,
hg = (mss —11g)q — (maz — myy)uw + f3(q)q + (d2 + Teg), 4)
h, = (m66 — ﬁr)f’ — (mll — mzz)uv +fr(7’)7’ + Tr.

(xab Y Zn’)

(xa Vs Z) Dy

B
z By {w}: World coordinate
'y X {B} : Body-fixed coordinate
{D}: Desired trajectory coordinate

Figure 3. Definition of coordinates.

2.2. Desired Trajectory

Due to the underactuated nature, only three trajectory variables can be designed
independently. Note that in Equation (2), there are only three independent control inputs to
control five DOFs in the world coordinate. We can set the independent trajectory variables
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as x, y, and z in {W}. The trajectories can be represented by the following continuous time
functions [8]:

1q = [xa(t),ya(t),za(1)]". 5)

Note that, when taking into account Equation (1), the angular and velocity trajectories
according to Equation (5) satisfy the following relationship [8]:

0y = —sin~? <z'd/1/3'c§ + 93+ zﬁ),

Yg = atan2(y4, x%4), and,

6
ug = /%2 + 95+ 23, ©
qd = 901/
rg = lpchd.

The goal of this paper is to design a controller for an AUV system represented by
Equations (1) and (3) to track the desired trajectories defined in Equations (5) and (6).
The controller is specifically designed to reduce the tracking error along 5, by using
control inputs.

2.3. Dynamics of Tracking Error

In this subsection, we arrange the tracking error dynamics of the vehicle by describing
them in the desired trajectory coordinate { D}. This approach helps to minimize changes
in the relationship between variables in different coordinates [38,39]. When there is no
tracking error, u affects P x for every attitude of the vehicle, and the transformation can be
easily achieved as follows [40]:

Py =Rin—Rjn, @)

where Py = [Px, Py, Dz] " denotes the translational position of the vehicle with respect to
{D} and R; = R;(¢4)Ry(6;). Using Equation (7), the desired trajectories in Equation (5)

can be transformed into those in {D} as follows:

Pha=o0. ®)

Subtracting Equation (7) from Equaiton (8) yields the following relationship:

D’]e = R;ﬂe/ (9)

where o, = o; — o. Note that from Equation (9), the tracking problem in {D} is identical
to that in {W}. Convergence of the tracking error in {D} guarantees convergence in {W}.
This is because R is a rotation matrix and cannot be singular. By taking the derivatives of
Equation (9) with Equations (1) and (5) and introducing positive constants a;, &y, and &g,
the error dynamics of the state variable in {D} can be rearranged as follows [8]:

DfCe &yl Ax
Dye | = | apype |+ | Ay |- (10)
Dz, — g0,

Az
Refer to [8] for a detailed derivation of Equation (10). The last term in the above equation
represents the nonlinear terms defined as follows:

Ax Ay lle
Ay | =—| aype | +va— Rng — deDng, (11)
AZ _EGGQ
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where vy = [u,0,0]” and w] is a skew-symmetric matrix of wy = [0,q,4,74]" [8]. Aside
from that, from Equations (1) and (6), the attitude error is obtained as follows:

ge = (e,

- (12)
Pe = 0y1e + /\1/;/

where «; is a positive constant and
Ay = —@re +14/c05 —1/c0. (13)

As a result, the tracking error dynamics are expressed in Equations (10) and (12).
The objective of this paper is to design a control input in Equation (3) to stabilize the error
dynamics, particularly Dy, P Ye, and Dy,.

2.4. Controller Design Using the Coupled Error Dynamics and Time Delay Estimation

In this paper, our goal is to design the desired error dynamics for u, ., and g, that can
asymptotically stabilize the tracking errors of Px,, Py,, and Pz,, respectively. Note that from
Equation (3), one can directly control the variables in {B}, namely u, 4, and r, by designing
appropriate control inputs 7,, 7;, and T, respectively. From Equations (10) and (12), u
adjusts Dy., q affects 8, and consequently Dz,, and r determines Y and therefore D Ye.
Thus, coupled error dynamics between the variables in {B} and {D} can be designed to
stabilize the variables in {D} The desired error dynamics of u,, ., and g, are designed
as follows:

e + Kytte + KxDxe =0,
G + Koge + Kgbe — K-z, = 0, (14)
fe + Kere + Kyptpe + Ky Pye = 0,

where K, > 0 represents the control gains.
In the manner of the computed torque control, the controller for Equation (3) can be

designed as follows:

Ty =hy + mypy,

Tr :il\r + My Yy,
where ® denotes the estimate of e and y,,, y14, and y, are the command inputs to insert the
desired dynamics for u, g, and r, respectively. When ® = e, the controlled dynamics is
obtained from Equations (3) and (15) as follows:

,uu_u:O/
ur—7=0.

To induce the desired error dynamics in Equations (14)-(16), the command inputs are
designed as follows:
Hu =Uz + Kyu, + prDxe/

pg =G4 + Kqge — Ko — KzpPz, (17)
Hr =Fa + Kere + Kype + Kyp e

To implement the controller in Equation (15), it is necessary to obtain ﬁu, ﬁq, and ﬁr,
the estimates of Equation (4). However, obtaining an exact dynamic model of Equation (4)
is difficult and time-consuming. To address this, we employ the TDE [2,30,41,42] for
robust and efficient estimation. The key idea behind TDE is that if the system dynamics
are given as a continuous or piece-wise continuous function, then the variation in the
dynamics during a very short time can be negligible. Thus, the value of the dynamics
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at the current time can be estimated by using the value of the dynamics at a short time
before. Based on this idea, the system dynamics can be estimated indirectly by utilizing
previous information on the system input and output. From Equation (3), the dynamics
can be estimated as follows:

By = Mu(r—1) = Tu(r—1) — Mutl(s_1),
haty = Mge-1) = Tg(e-1) — Mgl (e-1)/ (18)
hty = Mpt—1) = T(e—1) — Mrf(e—1),

where L denotes a short time delay which is commonly set as the sampling time of the
control system. As a result, the final form of the proposed controller is Equation (15) with
Equations (17) and (18).

It is noteworthy that the proposed controller in Equation (15) with Equations (17) and (18)
only requires the first derivative of the state variables and the states themselves. The linear
and angular velocities can be measured using IMU and DVL, while the vehicle’s position
can be obtained through a navigation algorithm such as a Kalman filter, utilizing sensors
such as IMU, DVL, the depth sensor, and the digital compass [34]. The advantage of not
requiring high-order differentiation of the states is that it helps stabilize the controller in
experimental environments. This is because differentiating the states amplifies the noise
effect present in the state measurements. In comparison, the BCTDE [2,7,8] necessitates
third-order differentiation of the states. Therefore, one can expect that the proposed
controller is relatively easier to stabilize in experimental environments. In addition, note
that the TDE method does not require the entire vehicle dynamics model. One can design
the proposed controller by only selecting the inertial gains, such as m,, 71, m;, &, &y, g,
and @,, as well as the feedback gains, such as Ky, Ky, Ky, Ky, K;, Kz, Kg, and Kj.

2.5. Error Dynamics of the Proposed Controller
The TDE provides an efficient way to estimate the nonlinear dynamics of the vehicle,
but it cannot estimate the dynamics variation exactly during a sampling time L. Thus, an es-
timation error of the dynamics remains. Taking into account the estimation error of the TDE,
one can rearrange the error dynamics in Equaiton (14) by utilizing Equations (3) and (15)
with Equations (17) and (18) as follows:
e + Kyue + KxDxe = €y,
ge + Kgge + Kg0, — KzDZe = €q, (19)
te + Kite + KnpllJe + KyDye = €y,

where €, denotes the TDE errors, which are defined as follows:

&g =7y (I~ gt ). (20)
€ =T, ! (h,(t) - hr<t_L)).

From Equations (10), (12), and (19), the error dynamics of the controlled system for the
forward, lateral, and vertical directions, respectively, are as follows:
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D, — D
Xe 0 oy Xe Ax }
; = + , 21a
[ Ue :| [ —Ky —Ky ]|: Ue :| |: €y (21a)
[ S — ——
Ay By
(P ] [ 0 &m0 Dy, Ay
Pe = 0 0 oy P, + 1 Ay |, (21b)
L Te ] —-Ky, —Ky —K; Te €r
N’
Ay By
[ Dz, ] [0 —a&y 0 Dz, Az
6. | = 0 0 1 . |+1| 0 |. (210)
L Ge | L Kz =Ky —Ky Ge €q
‘\H
A, B;

By taking the Laplace transform of Equations (21a)—-(21c), one can examine the stability of
the error dynamics and the influence of the forcing functions By, B, and B,. The Laplace-
transformed error dynamics can be obtained as follows:

D —_—
Xe -1 1 s+ Ky &y Ax
= (sI— A B. = , 22

| [ T @
[ Pye ] ; P+ Ks+ @Ky dys+apK,  wpry ][ Ay

Y | =13 Al ~,K, s* + Kps @ys Ay |, (22b)
| Te | ‘S o y‘ Kys —Klps — ElpKy s? €r
[ Dz, T , 2+ Kgs+Kg —1p N

9, | = ———— K, s [ z ] (22¢)
0 |sI — A;] K.s 2 €;

where s denotes the Laplace operator and

sT — Ay| = s + Kys + &, Ky, (23a)
|sI— Ay| = s* + Kis® + &Kys + aypa, Ky, (23b)
|sI — A;| = s® + Kgs* + Kps + @Ky (23¢)

From Equations (22a)—(22c), the influence of each term of the forcing functions By,
By, and B; can be estimated. The tracking errors in a steady state can be analyzed by
using the final value theorem of the Laplace transform: lim; o x(f) = limg_, sx(s). For
example, from Equations (22a) and (23a), Px.(s)/Ax(s) = (s + Ky)/(s? + Kys + &, Ky).
Assume that A,(s) is given as a step function: Ay(s) = I/s with a constant [. Then,
D Xe(#)|t—00 = Kul/ (%, Ky), and one can estimate that in the forward direction error, Dyx.(t),
there will be a steady state error dependent on the amount of disturbed dynamics / and the
control gains &y, K;;, and Ky. The controller cannot perfectly compensate for the influence of
the forcing function, but it can attenuate the influence by selecting appropriate control gains.

The characteristic equations in Equations (23a)-(23c) are useful for selecting appropri-
ate control gains. In order to ensure stable error dynamics, the characteristic equations must
satisfy the Hurwitz condition, and the gains K, must be chosen accordingly. Additionally,
the inertial gains m,, 74, Ty, &, &y, &9, and &, can be obtained through tuning. Previous
research works utilizing the TDE have suggested selecting inertial gains within a known
range of the vehicle’s inertial terms. If the vehicle model is unknown, however, then
the inertial gains can be obtained through tuning [2,30].

3. Practical Issues for the Experiments

When setting up the controller for the experiment, practical issues such as the noise
effects of the measurements and actuator limitations have to be considered. These issues
will be discussed in the following subsections.
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3.1. Handling the Noise Effect in the TDE

The TDE provides an effective and efficient method for estimating the nonlinear
dynamics of vehicles. However, the use of state derivatives in the TDE amplifies the
noise effect in the measurement of the state variables. In the case of underwater vehicles,
the vehicle’s position is usually estimated by Kalman filtering of the sensor data, such as
acceleration from the IMU and velocity from the DVL, which have considerable measure-
ment noise. The amplification of noise can undermine the stability conditions. One way
to handle this is to use the low-pass filtering effects of the inertial gains of the TDE [30].
Decreasing the inertial gains shows a similar effect to low-pass filtering. However, we
found experimentally that adjusting the inertial gains was not enough. Therefore, we
devised a method to attenuate the noise effect of the TDE. The idea is quite simple: cut
down the direct TDE value and supplement the remaining part with the averaged value of
the TDE. Figure 4 shows the noise attenuation method in the TDE. Note that the use of an
average filter in Figure 4 can attenuate the noise effect because the filter also averages the
noise. However, the filter may slightly degrade the performance of the TDE because the
filtered value of the TDE cannot estimate exactly any quick changes in vehicle dynamics.
In the case of underwater vehicles, dynamic changes occur due to the vehicle dynamics
and disturbance changes such as sea currents, which depend on the mission (or desired
trajectory) and the environment. In the case of AUVs, dynamic changes may not be fast
because they are commonly used for surveys of large areas, and disturbances such as sea
currents change slowly according to tide variation.

J‘C(t—l,); T(t-1) TDE

ﬁTDE=T(t—L) - mx‘(t—L)
Estimator

HTDE

=)

> H= BHrpp+(1 — B) Hy

Average filter

—~ 1 ~
Hﬁ;ﬁﬁﬂ Hrpe-ky| Hr
N: widow size

B cutoff ratio, 0< f < 1

Figure 4. Filtering the TDE to reduce the noise effect. The algorithm reduces the direct TDE value
and supplements the remaining part with the averaged value of the TDE. This mitigates the noise
present in the TDE thanks to the averaging effect.

3.2. Handling Nonlinearity and the Limits of the Actuators

When designing a controller, it is important to consider the actuator characteristics,
such as nonlinearity and the actuation limits. For instance, the thruster of a vehicle exhibits
nonlinear dynamics between the propulsion force and rotation speed of the thruster. More-
over, the thruster has limits on rotational velocity and acceleration because the thruster is a
mechanical system. In this subsection, we address compensation methods for the actuator
characteristics, focusing on the thrusters in particular and briefly touching on the rudder
fins and stern fins. The thruster dynamics are as follows [23,43]:

= T\n\n'”‘n + T\n|u|n|u/ (24)

where 1 denotes the rotation velocity of the thruster and Tj,,, and T}, represent the
actuator coefficients corresponding to the rotational speed of the actuator and fluid speed
around the actuator, respectively. By ignoring T}, [|u and T}, from Equation (24), we
adopted a simple thruster model, which is as follows:

T, = |n|n. (25)
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This is because the effect of T}, |11, the term included in the RHS of Equation (24),

can be compensated for by the feedback loop of the controller, and the scale coefficient T}, ,

in Equation (24) can be adjusted by tuning the controller gain. Note that when substituting

Equation (24) into the first equation of Equation (3), T}, || can be treated as part of the

nonlinear term hy (i.e., by, = hy — T, [n|u). The coefficient T}, ,, simply scales the value of
my (ie., 7, = 7t/ T jn)-

Regarding the actuation limit of the thrusting force, we considered the limits on the

rotational velocity and acceleration of the thrusting propeller as follows:

_n, when |n| < Mgy, |1 < fimax, n >0, 26)

- f(n), whenanyof above conditions isnot satisfied,

where 1 represents n with the actuation limit and f(#n) is a limiting function that considers
the limit of n and 71 as well as the sign of n. Note that in Equation (26), the sign condition
n > 0 is included because only the forward thrusting force is available. In the case of the
controllers using the TDE, handling the actuation limit to prevent the wind-up phenomenon
is as straightforward as incorporating a limit block to ensure that the calculated control
input for the TDE matches the actual value of the actuation applied to the vehicle [44].
Figure 5 shows the limiter block for handling the actuation limit of the thrusting force,
while Figure 6 shows the structure of the limiter block, which is explained by Equation (26).
In the case of the rudder fins and stern fins, one can handle the actuation limit in similar
ways to the case of the thrusting force. The only differences are that (1) the actuation forces
are linear with the fin motions [23] and (2) both positive and negative forces are available.
By simply removing the condition n > 0 in Equation (26) and eliminating the blocks of
sqrt() and square() in Figures 5 and 6, the same limiting algorithm can be applied to the
rudder fins and the stern fins.

= —— - -
Tu(t) FTue e
Controller ﬂ: Limiter | e Sgn(e)Sqrt(|=[) © AUV
L ]
.
U
-Ls
Tu(t-L) er
els |«
U
0 Feedback for TDE

Figure 5. TDE feedback block for h, of the controller. Sgn(e) denotes a signum function, and
Sqrt(e) = \/e. The ‘Limiter’ block is included to prevent the wind-up phenomenon due to the
actuation limit [44]. The ‘Sgn(e)Sqrt(| e |)’ block is for compensating for the actuation dynamics in
Equation (25).
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Figure 6. Limiter block of the thrusting force 7,: The thruster has actuation limits on the rotation
speed and acceleration. Therefore, before checking the limitation, the ‘Sgn(e)Sqrt(| e |)’ block is
included to convert the control force 7, into the rotation speed according to Equation (25).
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4. Experimental Study

The tracking performance of the proposed controller was experimentally verified
using the AUV platform depicted in Figure 2. The experiments were performed in
the seawater at a port located in the South Sea of Korea. For the experiment, the con-
trol gains were set as follows. The inertial gains were set to m, = 3000, m,; = 0.7,
m, = 1.0, o, = 1.0, xy = 15, ap = 1.5, and o, = 1.5 by tuning, and the feedback
gains Ky = 1.0, K, = 2.0, K, = 0.216, Ky = 1.08, K, = 1.8, K; = 0.125, Ky = 0.75,
and K; = 1.5 were selected for the desired error dynamics having poles at p;, = —1.0
(double poles), ps, = —0.6 (triple poles), and py, = —0.5 (triple poles). In this case,
the characteristic equations in Equations (23a)—(23c) had poles at p.x = —1.0 (double poles),
pey = —0.502, —0.649 4 0.740i, and p; = —0.897, —0.302 4= 0.344i, which were placed in
the LHP. Regarding the noise-handling algorithm in Figure 4, the window size for the
average filter was set at N = 128, and the 8 values for ﬁu, Eq, and ﬁr in Equation (18) were
Bu = 0.7, B3 = 0.5,and B, = 0.9, respectively.

4.1. Experimental Verification of the Noise-Handling Issue

In this subsection, the noise handling method described in Section 3.1 is experimen-
tally verified. The experiments were conducted on the surface of the sea, with actuations
in the XY plane. The thrusters and rudder fins were activated, while the stern fins were
deactivated. The tracking performances were compared between the case where the
noise-handling algorithm was not applied and the case where the algorithm was applied.
A trajectory involving linear motion was used, as shown in Figure 7. The experimental
results are presented in Figures 7-12. Figures 7-9 show the responses for the case without
the noise-handling algorithm, while Figures 10-12 show the responses when the algo-
rithm was applied. When comparing Figures 7 and 10, it may be difficult to recognize
a significant difference in performance between the two cases. Aside from the initial er-
rors in Figure 10, the error bounds appear to be similar in both cases. However, when
comparing Figures 9 and 12, it is evident that the noise-handling algorithm was effective.
In the case without the algorithm (Figure 9), the control input (rudder angle) switched
frequently, resulting in erratic responses in r, 1, and Py. This behavior was due to the
TDE in Equation (18), which included the first-order derivative of the velocity state and
amplified the noise present in the state measurement. In contrast, when the noise-handling
algorithm was applied (Figure 12), the control input (rudder angle) reacted smoothly to
tracking errors, leading to smooth convergence in the velocity and position responses.
From Figures 8 and 11, it can be observed that the chatterings in the forward direction
responses were alleviated when the noise-handling algorithm was adopted.

Cartesian State: XY plot
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Figure 7. XY plot of the responses when noise-handling algorithm was not applied. The responses
exhibited chattering behaviors due to the influence of measurement noise on the TDE.
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Figure 8. Forward direction responses when noise-handling algorithm was not applied. The re-
sponses were stable; however, there was some minor chattering in the control input.
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Figure 9. Lateral direction responses when noise-handling algorithm was not applied. The control
input switched frequently, leading to chattering responses in r, 1, and Py.
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Figure 10. XY plot of the responses when noise-handling algorithm in Figure 4 was applied. The re-
sponses smoothly converged to the desired trajectories even in the presence of an initial angular error.
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Figure 11. Forward direction responses when noise-handling algorithm in Figure 4 was applied. The
responses exhibited smoother convergence compared with the responses shown in Figure 8.
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Figure 12. Lateral direction responses when noise-handling algorithm in Figure 4 was applied. The
responses exhibited smoother convergence compared with the responses shown in Figure 9.

4.2. Experimental Verification of Tracking Performance in 3D Space Motion

The trajectory tracking performance of the proposed controller in 3D space motion was
verified experimentally. As shown in Figure 13, the desired trajectory, drawing the shape of
the number eight, was applied. The experimental results are presented in Figures 13-17.
Figures 13 and 14 show the tracking responses in the world coordinate { W}, demonstrating
that the controlled system had stable responses and followed the desired trajectory with
bounded errors. The root mean square (RMS) errors in Table 1 indicate that the tracking
performances were accurate enough to perform surveying missions requiring tracking
errors of less than one meter. It can be observed from Table 1 that the RMS error in the
vertical direction was slightly larger than those in the other directions due to buoyancy
acting as a disturbance in the vertical direction. Figures 15-17 show the responses and
control inputs for each direction. Note that in Figure 17, the response of 0 exhibited a large
tracking error induced by the controller to reduce the tracking error of z. In Figure 15, it can
be observed that the tracking error of Dy bounced around at times t = 66 s, 87 s, and 141 s,
which was caused by irregular DVL signals resulting from stiff changes in the seabed.



J. Mar. Sci. Eng. 2023, 11,1334

14 0f 18

z,depth(m)

-20

-40

Cartesian State: XYZ plot

60

80

y,east(m)

Figure 13. XYZ plot of the tracking responses.
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Figure 14. The time responses of the positions in a Cartesian space.
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Figure 15. The responses and actuation in the forward direction.
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Dy converged to zero because,

as explained in Equation (8), the desired trajectory expressed in the desired trajectory coordinate {D}
was zero. The responses of P x and u followed their desired trajectories smoothly, demonstrating
the effectiveness of the noise filtering depicted in Figure 4. That aside, the tracking response of
Dx bounced around at times t = 66 s, 87 s, and 141 s, which was caused by irregular DVL signals
resulting from stiff changes in the seabed.
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Table 1. The root mean square (RMS) errors in {D}.

Direction Forward Lateral Vertical Total

RMS error (m) 0.0838 0.1595 0.2663 0.3216

Lateral response and input
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Figure 16. The responses and actuation in the lateral direction. The responses of Py, 1, and  followed
their desired trajectories smoothly, demonstrating the effectiveness of the noise filtering depicted
in Figure 4. The responses did not exhibit any significant chattering, in contrast to the responses in
Figure 9, which represents the case without noise filtering.
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Figure 17. The responses and actuation in the vertical direction. The responses of z, 6, and g
followed their desired trajectories smoothly. The response of z showed a steady state error because
the buoyancy acted as disturbances in the vertical direction. The error of § induced a reduction
in the error of z, corresponding to the desired error dynamics in (14). The responses having non-
zero errors were matched with the error dynamics analysis in Equations (22a—22c), which explains
that the proposed controller may not converge to zero if there are non-zero disturbances on the
vehicle dynamics.
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5. Conclusions

In this paper, we proposed a trajectory tracking controller for AUVs in 3D space motion,
along with experimental verification on the sea. The main concept of the proposed controller
is to design the desired error dynamics that combine the state variables in the body-fixed
coordinate and the world coordinate (i.e., the desired trajectory coordinate) to address the
underactuated nature of the vehicle. The TDE, an indirect estimation method utilizing
control inputs and vehicle outputs, was employed to estimate the nonlinear dynamics
and disturbances of the vehicle. Consequently, the proposed controller is relatively easy
to implement as it does not require the entire dynamic model of the vehicle. In terms
of experimental implementation, the controller is relatively easy to stabilize since it only
requires the first derivatives of the states and the states themselves, thereby potentially
mitigating noise amplification arising from differentiation. Practical issues related to
implementation in experimental environments were also addressed. A noise-filtering
algorithm for the TDE was developed, and compensation methods for the mechanical
limitations and nonlinear dynamics of the actuators were devised. The performance of
the proposed controller was validated through experiments in seawater. The experimental
results demonstrate the effectiveness of the noise-filtering algorithm in stabilizing the
control performance. Through trajectory tracking control experiments in 3D space motion, it
was verified that the proposed controller achieves accurate tracking performance, rendering
it suitable for survey missions requiring precise tracking performance with errors of less
than one meter.
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The following abbreviations are used in this manuscript:

AUV Autonomous underwater vehicle

BC Back-stepping control

BCTDE Back-stepping control with time delay estimation
TDE Time delay estimation

DOF Degree of freedom

IMU Inertial measurement unit

DVL Doppler velocity log
GNSS Global navigation satellite system
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