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Abstract: The use of marine cabled video observatories with multiparametric environmental data
collection capability is becoming relevant for ecological monitoring strategies. Their ecosystem
surveying can be enforced in real time, remotely, and continuously, over consecutive days, seasons,
and even years. Unfortunately, as most observatories perform such monitoring with fixed cameras,
the ecological value of their data is limited to a narrow field of view, possibly not representative
of the local habitat heterogeneity. Docked mobile robotic platforms could be used to extend data
collection to larger, and hence more ecologically representative areas. Among the various state-of-
the-art underwater robotic platforms available, benthic crawlers are excellent candidates to perform
ecological monitoring tasks in combination with cabled observatories. Although they are normally
used in the deep sea, their high positioning stability, low acoustic signature, and low energetic
consumption, especially during stationary phases, make them suitable for coastal operations. In this
paper, we present the integration of a benthic crawler into a coastal cabled observatory (OBSEA) to
extend its monitoring radius and collect more ecologically representative data. The extension of the
monitoring radius was obtained by remotely operating the crawler to enforce back-and-forth drives
along specific transects while recording videos with the onboard cameras. The ecological relevance
of the monitoring-radius extension was demonstrated by performing a visual census of the species
observed with the crawler’s cameras in comparison to the observatory’s fixed cameras, revealing
non-negligible differences. Additionally, the videos recorded from the crawler’s cameras during the
transects were used to demonstrate an automated photo-mosaic of the seabed for the first time on this
class of vehicles. In the present work, the crawler travelled in an area of 40 m away from the OBSEA,
producing an extension of the monitoring field of view (FOV), and covering an area approximately
230 times larger than OBSEA’s camera. The analysis of the videos obtained from the crawler’s and the
observatory’s cameras revealed differences in the species observed. Future implementation scenarios
are also discussed in relation to mission autonomy to perform imaging across spatial heterogeneity
gradients around the OBSEA.

Keywords: internet operated vehicles; web interfaces; mission autonomy; ecological monitoring;
video imaging; fish species; accumulation curves
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1. Introduction

With more than two-thirds of our planet covered by water at depths limiting or be-
yond direct human reach, our knowledge of the biodiversity and functioning of marine
ecosystems is limited [1]. To fill this knowledge gap, the use of autonomous technologies
delivering long-lasting and complexly interrelated biological and environmental data is re-
quired to describe the diffusion of impacts across the hydrosphere and the geosphere [2–5].
More traditional and advanced platform designs such as Remotely Operated Vehicles
(ROVs; [6]), Autonomous Underwater Vehicles (AUVs; [7]), Autonomous Surface Vehi-
cles (ASVs; [8]), or drifters [9] are being used not only for ecosystem explorations but
also for innovative monitoring approaches with repeated measurements across different
geographic scales [10], allowing advanced management policies [11,12]. Their powerful
multiparametric biological, oceanographic, and geochemical high-spatial-resolution data
collection capabilities are combined with spatially expanded navigation over both the
seabed [13] and the water column [14]. In this scenario, underwater imaging (e.g., high
definition-HD, low-light, and acoustic-multibeam cameras) is increasingly used to quantify
the presence, abundance, and behaviour of marine fauna. Imaging sampling approaches
serve the needs of biodiversity characterisation as a central factor for management and
conservation policies [15–21].

However, most platforms operate as vessel-assisted units, so their missions fail to
capture the changing trends in marine communities at tidal, day-night, and seasonal
temporal scales. This is because vessel operation constraints (e.g., work shifts) and high
costs impose limitations on the duration of their surveys, favouring spatial coverage and
not the repetition of sampling at a specific point [6,22]. However, present data indicate
community turnover over 24-h and seasonal scales that are produced by massive population
displacements within our sampling windows, due to the variable activity rates in response
to reproduction and growth [23–25].

Vessel-independent monitoring technologies such as cabled observatories allow for
prolonged and autonomous data collection that can be implemented at virtually any depth
of the continental margin [26–28]. Their deployment implies very high initial costs that
can be progressively depreciated over years of continuous data collection [29]. Although
their fixed imaging has been extensively used to assess the animals’ abundance, behaviour,
biodiversity, and even community successions in many marine areas (e.g., [25,30–33]), they
lack an extensive Field of View (FOV), therefore, the acquired data are not representative of
the ecological heterogeneity that surrounds the observatories [27].

This drawback in cabled observatories monitoring capability can be overcome by
developing docked mobile platforms [5]. These could be permanently installed to expand
their spatial range and resolution, improving the ecological representativeness of their
seafloor monitoring [33]. Depending on the specific needs, different platforms could be
eligible for that task. Docked propeller-driven pelagic robots, such as ROVs, AUVs, and
Autonomous Underwater Helicopters (AUHs) are preferred when medium-long range
mobility through rough seabed morphologies must be met [27,34]. However, ROVs will
result in a shorter range, due to the limitation of the cable, but provide a higher degree of
control over the operations [35–37]. In contrast, AUVs would be able to venture further
away from the fixed platform, allow more advanced operations, and reduce the need for
human operators [38–40]. On the other hand, when the priorities include the stability of the
mobile platform, the silence of operations, and power consumption, negatively buoyant
benthic vehicles (e.g., crawlers [41,42], rovers [43], and bio-inspired Underwater Legged
Robots [44]) are preferable.

Regardless of the choice of mobile platform, they can be connected to the cabled video-
observatories as an Internet Operated Vehicle (IOV) either for real-time control [45], or
autonomously preloaded missions [46]. In particular, thanks to their stability and passive
current rejection capabilities, tethered crawlers can act as multi-parametric observatories
themselves and can be used to generate geo-referenced, long-term (i.e., multiannual), high-
frequency biological (i.e., time-lapse images or video-based photo-mosaics), and multipara-
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metric environmental datasets when standing-still or moving slowly (e.g., stepping-stone
mode) [47,48]. In the near future, crawlers will even be able to operate without tether-
ing (i.e., based on autonomous navigation capabilities and communication with other
platforms) [21].

Benthic crawlers are generally used in the deep sea. For example, in Barkley Canyon
(Canada), Wally has been deployed at a gas hydrate deep-sea site since September 2010 [41,49].
Rossia (an improved version of Wally), was tested in November 2019 to also work in the
deep sea [50]. Norppa is another example of a deep-sea crawler designed by Jacobs
University (Bremen) that sailed in shallow water while navigating from a ship for a short
run [51]. All the aforementioned platforms were designed to work in the deep sea or, in
case of shallow water, navigate from a ship, and not independently, for a short run. In
this paper, for the first time, we present the integration of a benthic crawler into a coastal
cabled observatory (in our case, an OBSEA underwater observatory operating in the north-
western Mediterranean for more than a decade [52,53]). We describe the technological
design, specifications, and assemblage of its components, as well as their testing in land,
pool, and real-world scenarios. We also detail the web-control functionalities to remotely
control in real time or program automated back-and-forth drives along specific transects
around the observatory. Finally, the capacity of the crawler for mobile ecological monitoring
is tested in relation to the description of the local fish community versus the results of
concomitant video monitoring by the fixed OBSEA camera, and the results are presented.
These results clearly show that, by adding the coastal underwater crawler to the OBSEA
observatory, the field of view was drastically expanded, and thus, some different types of
species were detected that had not been detected by the OBSEA’s camera. This monitoring
is also complemented by examples of automated photo-mosaicking, with a description of
the underlying camera calibration and image transformation processes.

The work presented in this paper contributes as a proof of concept and a feasibility
development for the JERICO-RI [54] Pilot Supersite (PSS) at the North-West Mediterranean;
NW-MED-PSS. PSSs will demonstrate the added values of integrated, state-of-the-art mul-
tidisciplinary and multiplatform observation capabilities, develop innovative hierarchical
monitoring concepts for coastal seas, and create coastal collaboration platforms for other
European environmental Research Infrastructures (RIs), maritime industries, and regional
environmental management of coastal ecosystems.

2. Materials and Methods

This section is organised into five subsections, each one treating a different aspect of
the proposed crawler’s development: Section 2.1: a description of the OBSEA testing site
as an operational context; Section 2.2: a description of the crawler components and their
assemblage; Section 2.3: the web architecture for crawler control and the management of
acquired video-data; Section 2.4 the image acquisition for automated photo-mosaics; and
finally, Section 2.5: the validation of crawler ecological monitoring efficiency.

2.1. The OBSEA Test-Site as Operational Context for the Crawler Development

The OBSEA cabled observatory (www.obsea.es, accessed on 10 January 2022), a part
of the European Multidisciplinary Seafloor and water-column Observatories (EMSO), is
located 4 km from the Vilanova i la Geltrú (Barcelona, Spain) coast, at a depth of 20 m
(Figure 1) [52,53]. The OBSEA observatory bears its own HD rotary camera (i.e., a DCS-
7010L; resolution of 1280 × 720 pixels), which has been used for day-night image and
footage acquisition since 2009 [52]. The platform also bears a set of oceanographic and geo-
chemical sensors such as CTD for salinity and temperature, a fluorometer for chlorophyll-a
and turbidity, and an Acoustic Doppler Current Profiler (ADCP) for current speeds and
direction metrics [53]. For the first time, crawler monitoring technology will bear an Ultra-
Short Base-Line (USBL) acoustic emitter-receiver to allow wireless communications and
geolocalisation capabilities with the crawler modem (see the next section), as an intermedi-
ate state toward its remote controlling with no tether. The USBL modem is connected to the

www.obsea.es
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OBSEA network similarly to other sensors, allowing a remote operator to interrogate and
geo-localise the acoustic modem installed on the crawler. In addition, a tripod camera with
an umbilical of 800 m branches off the observatory junction box, while a meteorological
buoy at the surface provides weather data [55].
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Figure 1. The superior (A) and near seafloor lateral (B) images of the OBSEA cabled observatory,
with its camera within the glass crystal dome on top of the reticular changing infrastructure. The
seabed-laying fibre optic cable, connecting the platform to the shore, is also visible as anchored to
the seabed with white weight bags (visible in image (A)). Different images of the nearby concrete
artificial reef are also provided to spatially characterise the monitoring scenario [41,49].

The OBSEA operates as the heart of a growing ecological monitoring network (Figure 2),
providing power to the other docked platforms connected to the main node [5] and allowing
the power and data transfer to and from the crawler (see the next sections). This aspect is
of relevance for the replication of data collection over the heterogeneity of the local coastal
habitat [27].
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Figure 2. Schematised global view of the OBSEA monitoring area with artificial concrete columns
for its protection from illegal hauling. Circles indicate the fixed (yellow) and mobile crawler (red)
cameras and arrows represent their time-lapse (fixed) or continuous footage-based imaging (with
fish silhouettes in the above images as an example of the different individuals and species). Notably,
the second fixed camera mounted on a satellite tripod was not operational at the time of crawler
deployment and testing.
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2.2. The Crawler Components and Assemblage

We implemented a new crawler prototype (i.e., width 55 cm, length 100 cm, and height
40 cm, with a total weight in air and in the water of 56 kg and 12.1 kg, respectively) as a
modified and lower-cost version of the “Wally” platform; The “Wally” crawler has been
operating at the Ocean Networks Canada (ONC; www.oceannetworks.ca, accessed on
18 April 2023) since 2010 [41]. Figure 3 shows the crawler developed for shallow water
operations and its various components. The choice of the vehicle and its dimensioning
were driven by several factors. Unlike propeller-driven vehicles, which must continuously
compensate for current disturbances, benthic crawlers can passively maintain a fixed
position, reducing power consumption and acoustic noise during long stationary phases.
This is particularly appealing in ecological monitoring operations in which the disturbance
introduced by the tool may bias the observation. The dimensions of the crawler resemble
those of a typical observation class Remotely Operated Vehicle (ROV; [56]) and allow
convenient mobility around the OBSEA, and simple deployment/recovery from a vessel of
opportunity.
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Figure 3. The crawler (A) and its components (B) with numbers indicating: (1) the camera dome,
(2) the tracks, (3) the control cylinder for crawler functioning control, (4) lights, (5) the junction box,
and finally, (6) the umbilical cable that connects the crawler to the seabed station.

The crawler is endowed with a new HD camera (SNC-241 RSIA; resolution of 1920 × 1080;
2 megapixels) (see Figure 3, Label 1). This camera can operate at a 180◦ tilt and 360◦ pan
to allow for a hemispherical panoramic FOV around the platform itself. The camera is
installed into a glass sphere, rated up to 3000 m depth, in the front part of the crawler. Two
white LED lights (ExtraStar) are placed aside, on top of the camera.

The tracks, which are mounted on a broader chassis (see Figure 3, Label 2), are
independent parts that allow the mobilisation of the inner part of the vehicle. A Faulhaber
DC motor with a reduction gear of 989:1 was used as a propulsion system for each track.
The motor housing is oil-filled and can operate at up to a 100 m depth. The crawler is
equipped with two watertight cylinders, one hosting the main control unit and electronics
(see Figure 3, Label 3), and the other hosting the power supply unit and the Ethernet
switch (see Figure 3, Label 5) connected to the cabled observatory. The main unit (see
Figure 3, Label 3) is also in charge of running the crawler, providing control for the motors,
measurements of the internal sensors, and control of external instruments such as the HD
camera, lights (see Figure 3, Label 4), and S2C—Evologic R 18/34 acoustic modem. The
current housing is rated for operations at depths up to 100 m. Furthermore, the main cable
(see Figure 3, Label 6) is a 50 m long underwater umbilical cable, designed to be used in
deep-water, subsea applications, for transmission data and preparing electrical power. The
cable was endowed with foam floaters (190 mm in diameter and buoyancy of 1800 g) to
reduce drag, prevent entanglement and abrasion on the seabed, and so as to not impair the
platform navigation functionalities.

www.oceannetworks.ca
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In order to achieve both driving autonomy and the onboard processing of images
and videos to derive high-value ecological monitoring data (see below), we developed a
main controller. This was based on a Single-Board Computer (SBC) using an ODROID C4
plate [57]. Although the efficiency of this implementation is described here only in relation
to navigation autonomy (see the next section), this board has also been selected because of
its potential to autonomously process data onboard. That processing autonomy capability
is required for automated fish species identification, classification, and tracking.

Technical specifications for the crawler components, in terms of brand, voltage, and
power consumption, are detailed in Table 1 where we also detail the overall costs of our
implementation to provide a range of the economic costs required to create other similar
platforms. The “Structure and Mechanical Parts” category in this table includes the chassis,
switch, and control cylinder housings, aluminium frame, tracks, camera sphere glass
housing, support, and motor housings. “Additional Costs” include specific oil used for
filling the motor housing, resin, 3D printed components, the Plexiglas chassis, etc.

Table 1. The crawler component specifications in terms of brand, power consumption, and detailed
costs (plus the total).

Element Brand Nominal Voltage (V) Power
Consumption (W) Costs (EUR)

Controller ODROID C4 12 5 80
Camera SNC-241RSIA 48 23 750
Lights ExtraStar (LED) 12 8 2 × 200

Motor Controller Faulhaber SC5008S 12 2 2 × 275
Motor Faulhaber 3564K 048B 48 126 2 × 785

Compass CMPS01 5 1 50
Electrical Boards Easy EDA (PCB) 48,12 2 200
Acoustic Modem S2C—Evologic 24 5.5 8000

Cable and Connectors Falmat (FM022208-01) Up to 600 — 7000
Structure and Mechanical Parts — — — 9400

Total EUR 28,000

The control cylinder (Figure 4) is divided into four main components: a power supply
board (see Figure 4, Label 1) to provide the energy for the motor drivers, motors, lights,
and compass, and the main controller board. In the main controller board (see Figure 4,
Label 2), the ODROID C4 and the backplate board, which provide connections with all
the other elements, are included. Moreover, there are two motor drivers (see Figure 4,
Label 3) to supply the left and right tracks. Finally, a compass (see Figure 4, Label 4) is used
for navigation.
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2.3. The Web Architecture for the Crawler Control and the Management of Acquired Video-Data

A web scheme, describing the architecture for the remote control of the crawler
navigation and video camera plus light functionalities, is presented in Figure 5. The main
idea is to provide one accredited user at a time with an online connection to the crawler via
the Internet web portal of the OBSEA (see next paragraph). With that access, the user can
remotely control the crawler’s motors, HD camera, lights, and acoustic modem components.
The user could also modify navigation pathways by transecting speed and direction in
real time.
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Figure 5. The web architecture for the remote control of the crawler through the OBSEA portal.
Notably, the OBSEA is endowed with an acoustic USBL for wireless communications with the crawler
which allows for modular control expansion in relation to future sensors.

At the same time, remote control could be exerted on imaging acquisition in terms
of light ON and OFF settings under different environmental conditions (i.e., cloudiness
or night-time). In addition, the user could set the specifications for time-lapse footage or
image acquisition. Other oceanographic and geochemical sensors that could be installed
in the future (e.g., CTD for temperature and salinity, or PAR for light intensity within the
range of 400–700 nm) would acquire data at the frequency specified by the fabricant.

A web page application (https://crawler.obsea.es, accessed on 18 April 2023) was
developed to allow manual, advanced, and automatic control of navigation missions
(Figure 6). In all these three navigation modes, there are four common functionalities: a
compass pointer for direction, buttons to run and stop the crawler and turn the lights and
motors on and off, a window to show the real-time streaming video, and finally, a blank
window to show the commands that are being executed. On the manual tab, an accredited
user can connect to the web page and drive the crawler by using manual control. The
manual mode control works by sending a pair of PWM signals to the motors to move the
crawler in the desired direction and during a specified time. On the advanced tab, each
motor can move separately and in the desired direction at different speeds. In this mode,
each motor can be moved separately, receiving a different amount of PWM signal, and
during a desired time. The last mission tab is the automatic control mode, which allows
for performing a predefined sequence of orders continuously, enabling the repetition of
pre-defined routines by sending a sequence of predefined PWM signals to the motors.

https://crawler.obsea.es
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Figure 6. The web user interface for crawler control within the three different functioning modes:
manual (A), advanced (B), and automatic modes (C).

The webpage application for piloting the crawler can only be accessed with institu-
tionally provided credentials (by SARTI-UPC). Data encryption aspects will be taken into
account in subsequent developments in response to increased use of the platform.

The camera transmits the video in real time, through a TCP port, and reaches a live
channel created on YouTube (https://youtu.be/4q7eyET6rvY, accessed on 18 April 2023).
At the same time, the camera itself carries a basic app created by the manufacturer that
has been modified and updated in terms of configuration and improved image capture
and extraction (see below). All images and videos are archived on the OBSEA online
repository, ordered according to a timestamp, and downloaded upon a query. Briefly, the
OBSEA camera is catechised at a time interval of 30 min by a specific software application.
Acquired images are labelled with a “year:month:day:h:min:s” timestamp (in UTC) and
stored on an image bank that allows their later retrieval upon a temporal query. Similarly,
crawler images acquired by the ODROID C4 controller, are labelled upon the timestamp of
that controller, identically to the system used for the OBSEA camera. All images (or videos)
by both platforms’ cameras can be temporally collated in the same video bank.

2.4. Image Acquisition for Automated Photo-Mosaics

A relevant aspect of ecological monitoring is the capability to extract 360º photo-mosaic
panoramas for specific transect stations [58,59]. The scale of the photo-mosaics allows for

https://youtu.be/4q7eyET6rvY
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the visualisation of changes in spatial patterns and processes in the studied landscape, with
a focus on cartography to follow the changes in the timescale. Accordingly, a photo-mosaic
was created automatically, taking sequential photos from the crawler camera each time
the mobile platform moved a step forward. To the best of the authors’ knowledge, there
is no previous work or experience using crawlers for developing underwater automated
photo-mosaics, and it represents a novelty to follow its improvement during future trials.

The Global Alignment (GA) uses any navigation data and acquired images to estimate
different camera positions across the transect [60]. It is a fusion of parameters to find an
order in the photo sequence and extract the points of interest between each image. At the
same time, with the knowledge of the trajectory that occurs at the start, the GA is used to
generate more accurate visual maps. Encompassing perspective transformation techniques,
GA techniques, and other image fusion techniques, it results in a set of heterogeneously
similar images with a uniform, continuous appearance, and a common frame of reference.

A major factor that causes difficulties is when there is a short distance between the
background and the camera; this can lead to parallax problems affecting the 2D photo-
mosaics. In particular, it arises when there is the assumption of a flat scene with deficiencies
in the calculation of two-dimensional transformations.

The trajectory of the video-transects was programmed in a single forward direction
with constant 50 W power in each motor. The displacement lasted 30 s.

2.4.1. Camera Movement

The construction of the image set for mosaic composition has difficulties arising
from environmental light changes or the computational expense involved in processing a
voluminous data set. The first step is based on the theory that the area covered by each
image is related to the altitude and the angle of the camera’s field of view. For this reason,
before implementing such a photo-mosaic procedure on the crawler, a set of static tests was
carried out with the camera located at different points in a room.

Then, the method of extraction and movement of the camera was analysed. A total of
eight controls plus the central position (origin) were automatically recorded based on the
specification of the Common Gateway Interface (CGI) Commands of API of SANTEC BW
for the remote camera. The CGI command is used to fix the camera position in the defined
places based on the horizontal and vertical position, and the predefined zoom is a PTZ
control command with the following syntax: http://<username>:<password>@<ip>/cgi-
bin/ptz.cgi?action=start&channel=0&code=Position&Horizontal position=[argstr]&Vertical
position=[argstr]&Zoom change=[argstr]. A 360◦ movement was therefore achieved with
three different angles, first at 15◦, then at 30◦, and finally at 45◦. The vertical angle was
always left constant, and the horizontal one was changed according to each angle. Then,
each set acquired a different total number of images until the complete vision was reached.

2.4.2. Camera Calibration

Some specific parameters were studied during the calibration process because of the
intrinsic and extrinsic properties of the images. The intrinsic parameters include elements
such as focal length, tilt coefficients, and optical centre, specific to each camera. In contrast,
the extrinsic parameters refer to the translation that occurs between a point in real-world 3D
space and the projection of a 2D coordinate (pixel), including rotation vectors. Consequently,
the internal configurations are common in all captured images, in contrast to the external
ones being different for each one.

The calibration of the image was required to avoid alterations typical of the marine
medium, such as the optical properties and illumination conditions of water, severely
affecting the underwater imagery [61]. Firstly, there is light attenuation and scattering (for
differential wavelength absorption by the water and dissolved particles) which imparts a
noticeable effect on the reproduction of the real colour and the range of visibility.

Secondly, a short focal length was used to obtain a wider view. Consequently, the
most common distortion in these cases is the barrel type (i.e., the coordinates of the image
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move away from their original position) and this can generate the incorrect identification
of species and other marine objects. Therefore, the calibration was based on the physics
of ray maps (Figure 7) and we calibrated the cameras with the help of an object of known
dimensions that is put underwater in situ [62]. We used an image made of frames with
pixels of different sizes and colours, in order to provide a series of specific points, linking
the radial distortion as pixel displacement along the same axis. During this calibration step,
we took 10 images of the board from different angles.
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Figure 7. Procedure for performing the first calibration test. The initial positioning, the correction
attempt in terms of light, the new location without reflections, and the marking of each position
according to the distance and the calculation of each distance are represented.

Accuracy relies on the quantification of the radial distortion as the displacement of
pixels along the same axis [63]. Regarding the FOV expansion in water, the effect is the same
as when the camera approaches the area of interest, demonstrating large 3D distortions.
Therefore, accuracy relies on the search for the coordinates in the image corresponding
to the object. The following procedure is based on finding the 2D points on the board
with the 10 images loaded. The 3D location of the points, and the 2D pixel position of the
corners, were identified and extracted. To conclude, the process ends with the correction
of the images. It is about delineating 3D points from real-world coordinates and their 2D
locations. The calibration in the real marine environment, therefore, was performed at the
OBSEA as shown in Figure 8.

2.4.3. Images Vertical Transformation and Spatial Collation

The quality of a photo-mosaic is conditioned by the good resolution and the optimal
and lateral overlapping of the images. The features to consider are the altitude, the speed
when making the transects, and the space between captures. Two relevant concepts related
to each other are the term “overlap” and points of interest. The former takes advantage
of the common area between two sequential images along a line. Differently, the points
of interest are elements such as margins, corners, and objects that are used to identify the
features of each image and find the common points to carry out the mixing. These are
detected through autocorrelation methods and a “label” or unique value is applied. In that
manner, when two images with the same label match, the position, rotation, and scale of
the next one are directly calculated to make the last mixing step.
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Figure 8. Calibration essays at the OBSEA, with a photo of the checkerboard from the centre viewpoint
of the remote vehicle (A), and from a higher perspective (B).

Finally, to avoid the double appearance of objects or the difficulty of discovering points
of interest, it is necessary to choose a narrow transition area, when high-frequency and
larger-scale elements appear, and a wider area, when there are not enough joining points,
to have a correct smoothing technique. The intensity of the resulting pixels of each image is
determined through a weighted average of the overlapping images and removes the barrier
between the two images and yields a smooth effect. All these high-intensity features are
reduced by a process called “blending”.

The vertical transformation is the relocation of points according to our reference
system, resulting in the transformation of an area in the shape of a trapezoid (in our study)
to a second square. What is necessary is to disturb the not visible parallel lines of each image
in the vertical axis to have a change of perspective. The method has five transformation
frames: the coordinates of the object, those of the real world, and those of the camera in
3D, and the situation of the image plane and the pixels that compose it in 2D. At the same
time, once the images are calibrated, the generated code is implemented according to the
requirements of the new projection, that is, the correction of the rotation angle according to
the 2D points of the real world, the application of the extrinsic parameters, the position
of the new camera coordinates with their intrinsic parameters, and the storage of the new
images with 2D points.

An automated routine was developed in Python (Figure 9) referring to the pre-defined
sequence used for the joining of images by comparing every two images one by one (i.e.,
by generating the loop joining of a 2 + 1 system, resulting in a panorama, and adding the
next, consecutively). The main body of the code is based on various functions for detecting
matches between photographs, generating matrices, fixing axes, and defining initial and
new coordinates. A bilinear interpolation is performed by clipping the automatically
originated black margins but leaving the deviation between images on a black background
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to visualise the created displacement. Finally, the last step of unifying in a single photo-
mosaic with cylindrical projection is performed.
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2.5. The Validation of Crawler Ecological Monitoring Efficiency

A total of 120 images of an estimated FOV volume equal to 10.5 m3 were acquired by
the OBSEA fixed camera at a 30 min time-lapsed frequency. Images were taken during the
week before but not at the time of the deployment of the crawler, i.e., 23–28 November 2021.
The reason for this is that divers’ presence and operations can affect fish behaviour (i.e.,
attraction or repulsion) and bias species detections in the video census [64,65]. On the other
hand, the crawler’s video footage had a total duration of 15 min and covered an estimated
FOV of 243 m3 (i.e., the total volume of the water column visualised during the transect).

The computing of rarefaction curves was carried out to compare the efficiency of the
crawler and the OBSEA camera surveys via the computing of two commonly used indices:
Richness and Coleman’s rarefaction [66,67]. Assigning a concrete timestamp to each fish
individual in the crawler’s footage was challenging within the scope of this demonstration,
therefore we decided to create a simulated time series based on the total fish counts. As the
crawler’s footage was only 15-min long, there was no expected periodicity in the fish counts
to construct the rarefaction curve. Thus, we divided the video into 90–10 s long segments,
and fish appearances for each species were treated as homogeneous Poisson processes with
an expected rate λ, constant for all segments, and equal to the mean counts per segment.
For each species, 100,000 time series were simulated based on the corresponding Poisson
rate, with the median abundance coinciding with the reported one. Then, one of the
simulated time series was randomly selected to create the input table for the rarefaction
curves. Simulations were performed with the R statistical software [68]. The rarefaction
analysis was performed with the software EstimateS 9.1 [69].

3. Results

This section includes the following parts: Section 3.1: the testing of the crawler
components; Section 3.2: the validation of crawler driving functionalities; Section 3.3: the
automatically generated photo-mosaic; and, finally, Section 3.4: the outcomes of crawler
video-monitoring efficiency.

3.1. The Testing of the Crawler Components

The crawler and all its components were tested in three progressive phases (Figure 10).
Firstly, the crawler was tested in a hyperbaric chamber to simulate the water pressure (i.e.,
depth) resistance. In this step, we used 2.5 bars of pressure, simulating the maximum depth
of 25 m (Figure 10A).
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Figure 10. Different phases of the testing of the crawler: (A) in the hyperbaric chamber, (B) in the
swimming pool of SARTI facilities, and (C) in the marine environment close to the OBSEA platform.
The platform provided a vision of the marine seascape in remote mode (D) where the inferior part of
the dome is visible, along with the timestamp coordinates.

Then, the first series of driving tests were conducted in a swimming pool facility of
the SARTI-UPC laboratory (Figure 10B) to validate buoyancy and movement. One central
aspect was to achieve the correct balance through buoyancy which was evaluated during
a total of 6 h of driving trials. The observations during this test revealed the need for an
additional weight of 4 kg for crawler stability to compensate for the positive buoyancy
of the camera’s sphere (this stability was validated during the second deployment of the
crawler in the OBSEA observatory area for 2 weeks).

Finally, the crawler was deployed at the OBSEA site and, connected by SCUBA divers,
to the observatory junction box through its Ethernet cable (Figure 10C). At this step, the
crawler was remotely navigated by an accredited user while the recorded videos were
uploaded and stored online. An example of a video frame is reported in Figure 10D, along
with the timestamp coordinates of its acquisition.

3.2. The Validation of Crawler Driving Functionalities

Validation of the crawler’s automatic driving mode was carried out (Figure 11). In
brief, a 16 m2 squared dive trajectory was planned near the OBSEA area, and four white
plastic tags were placed as marks of the square’s vertices: opposite square’s vertices are
marked with circular (Figure 11A,B) or rhomboid (Figure 11C,D) plastic tags. Then, by
using the automatic control mode, the crawler was sent out to reach each one of these
marks. A summary of those tests is visible online (https://www.youtube.com/watch?v=
2ZltALzNnKA, accessed on 18 April 2023). In this video, achieved with the Sofar Trident
(OpenROV) [70], we first presented how the crawler was deployed and connected to the
OBSEA junction box. Then, the movement of the crawler was filmed along the established
path, taking care to video-record its approach to the designated tags. Meanwhile, the

https://www.youtube.com/watch?v=2ZltALzNnKA
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crawler was filming the outer environment and transmitting the video to the website by
using the OBSEA’s fibre optic network. This video can be seen from the operator console
at the land station in real time at a minimum frame rate of 10 frames per second at full
resolution. This video is also stored on a “Raspberry Pi” in order to be processed by the
auto photo-mosaic algorithm (see Section 3.3). On the public website, the resolution of
video and frame rate may be reduced by the available internet bandwidth.
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Figure 11. The crawler’s automatic navigation test at the OBSEA facility, showing the platform
approach to the plastic tags (indicated by the white arrows): (A) the crawler approaching a circle
tag and (B) the imaging of the tag within the crawlers’ FOV; (C) the crawler approaching another
rhomboidal tag (sharp lateral vision) and (D) the same spotting of the rhomboidal tag within the
crawlers’ FOV. One should notice the high rendering of the crawler camera (plates (B,D)) in relation
to the ROV camera (plates (A,C), a different camera type and model).

3.3. Extension of the Monitoring Radius and Outcomes of Crawler Video-Monitoring Efficiency

The limited monitoring domain of the OBSEA observatory was expanded to a 40 m
radius by adding the underwater crawler (Figure 12). The crawler was connected to the
OBSEA observatory by a 50 m long cable and, thus, increased the monitoring domain. This
radius could be further increased by connecting the crawler with a longer cable.

With this expansion, different quantities and individuality of species from the camera
of OBSEA were observed. Then, the identification and classification of individual fish
were carried out manually by a trained operator following FishBase [71]. A total of 487
and 207 fish individuals (corresponding to nine and seven species, including a family
and various unidentified taxa) were counted from the OBSEA camera images and the
crawler’s footage, respectively (Table 2). The fish Chromis chromis and an unidentified
fish Operational Taxonomic Unit (OTU), as distant within the FOV or not aligned (hence
being not assigned to any specific taxonomic level), were common in the imaging material
obtained from the two sources.
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Figure 12. The limited OBSEA underwater observatory monitoring area, expanded by the underwa-
ter crawler.

Table 2. The number of individuals for each taxon (and densities per m3 in parentheses) as identified
with the OBSEA and crawler cameras during the testing period. OTU refers to visible but not
classified individuals.

OBSEA Crawler

Chromis chromis 350 (11.111) 163 (0.671)
Coris julis 0 23 (0.095)

Dentex dentex 17 (0.54) 0
Diplodus cervinus 3 (0.095) 0

Diplodus spp. 7 (0.222) 0
Labridae 0 10 (0.041)

Seriola dumerili 7 (0.222) 0
Serranus cabrilla 0 1 (0.004)

OTU 1 46 (1.460) 3 (0.012)
OTU 2 33 (1.048) 0
OTU 3 3 (0.095) 0
OTU 4 21 (0.667) 0
OTU 5 0 5 (0.021)
OTU 6 0 2 (0.008)

Total 487 (15.460) 207 (0.852)

The rarefaction analysis (Figure 13) showed that the curve for the fixed camera reached
a plateau, while the one for the crawler continued to ascend until the end of the progres-
sively added samples (i.e., video segments). According to that analysis, in order to record
at least 95% of the species present in the area during the respective study period, we would
need more than 700 s of video footage from the crawler camera.

3.4. The Automatically Generated Photo-Mosaics

The auto photo-mosaic was conducted in the shore station on an online Raspberry Pi 4
embedded system. Each second a photo was taken and the time for the algorithm to make
auto photo-mosaic was less than 200 ms. As an example, a limited field of view of one
minute of transects is shown below (Figure 14). In this figure, we reported the checkerboard
photo-mosaic generated after the calibration on the left image and the detection of a fish
from a second photo-mosaic on the right image.
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Figure 13. Comparison of species rarefaction curves for the OBSEA (A) and the crawler (B) cameras.
Richness rarefaction (blue curve) with 95% confidence interval (light blue band) and Coleman’s
rarefaction (red curve with ± SD red bars) for (A) OBSEA, with added samples from images every
30 min; and (B) crawler, with samples from video segments of 10 s. The horizontal dashed line
corresponds to 95% of the estimated number of species for each platform.
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an enlarged vision of a detected fish ((C); SPECIES).

4. Discussion

In this paper, we described the assemblage and testing of a small coastal crawler added
to the OBSEA cabled observatory which extends the current (semi)automated crawler
monitoring capabilities drastically when compared to current state-of-the-art crawlers such
as the Rossia, Wally, and Norppa crawlers. We described its assemblage and testing at
the OBSEA cabled observatory, providing details on its web management architecture,
navigation capability, video monitoring performance, and overall costs. Below, we discuss
the main technological challenges we faced during the construction, deployment, and
testing process, as well as the validation of the crawler video data for ecological monitoring.
This latter is an operationally key aspect for the inclusion of the developed crawler and
other mobile platforms such as docked AUVs within future cabled observatory monitoring
practices, for which the OBSEA is paradigmatic as EMSO Test-Site.
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4.1. Technological Challenges during the Construction, Deployment, and Testing Process

The developed crawler prototype was assembled for shallow water operations. Ac-
cordingly, the test-site specifications have multiple effects on the structural design and
energy provision of the assembled platform when compared to other operationally estab-
lished deep-sea crawler versions such as “Wally” (i.e., deployed at an 870 m depth in a
hydrocarbon seep area of the Barkley Canyon of the Canadian Pacific, by ONC [72]). Firstly,
the shallow depth rating of the housing of our coastal crawler can vary in material type
and dimensions. Despite the fact that its usage is limited to coastal ranges (i.e., max of 25 m
depth), some of its components could withstand higher depth pressures of around 100 m
(i.e., the junction box cylinder, oil-filled motors, and camera sphere glass housing). Here,
we used a Plexiglas chassis instead of titanium, with consistent hand manoeuvrability, due
to the reduction in weight and overall size/volume (i.e., from ~1 m3 of Wally to ~0.22 m3

of OBSEA Crawler).
Secondly, the site receives natural illumination during a part of the 24-h cycle (i.e.,

the OBSEA infrastructure is deployed at only a 20 m depth). Even during the night-
time, there is still some moonlight penetration, in contrast to the complete darkness of
the deep-sea [73]. This remark is of relevance in the evaluation of the platform energy
expenditure. The 8 W lights of this coastal crawler are sufficient to allow navigation and
video-monitoring operations at night-time, in contrast to the 33 W lights required by its
deep-sea rated equivalent, “Wally” [41]. This represents a consistent power consumption
reduction, to be taken into account for platform development, related to operational energy
autonomy under a future scenario of untethering (see Section 4.3).

Thirdly, we had to face problems with navigation assets and cable abrasion in a high-
hydrodynamic coastal environment. The current system of our coastal deployment area
is higher than that of the deep-sea hydrates site, where the crawler “Wally” is operating.
Waves, storms, and surface circulation can exceed 0.9 m/s at the OBSEA site [74–76],
whereas deep-sea inertial currents, benthic storms, and convection currents, usually reach
more moderate velocities up to 0.6 m/s [77–79]. To overcome this challenge, the floating
characteristics of the cable were considered to avoid drag, which would slow down the
crawler (e.g., platform entanglement) and create concerns for the cable itself, as in the
case of abrasion. To address this issue, we added foam floaters (i.e., 190 mm in diameter
and buoyancy of 1800 g) at equidistant spaces to make the cable neutrally (or slightly
positive) buoyant.

In Table 3, different features of the OBSEA coastal crawler, compared with the deep-sea
Wally, Rossia, and Norppa crawlers are shown. As it is shown in the table, the advantage
of the OBSEA crawler over other crawlers in terms of energy consumption and costs is
obvious. In addition, the OBSEA underwater crawler is capable of automated photo-mosaic
composition and is able to support the same instruments that other deep-sea crawlers
can carry.

Table 3. Comparing different features of the OBSEA crawler, with the Wally, Rossia, and
Norppa crawlers.

Category Specifications OBSEA Crawler Wally Rossia Norppa

Ecosystem Domain Depth Rating (m) Coastal (50) Deep-sea (6000) Deep-sea (3000) Deep-sea (300)

Technical Specifications

Dimensions LWH (cm) 100 × 55 × 40 129 × 106 × 89 140 × 100 × 85 150 × 110 × 95

Weight in air (kg) 56 303 280 350

Motors
Faulhaber

Brushless DC; 126 W,
12,800 rpm

Dunker
Brushless DC; 600 W,

3370 rpm

Dunker
Brushless DC; 600 W,

3370 rpm

Dunker
Brushless DC; 600 W,

3370 rpm
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Table 3. Cont.

Category Specifications OBSEA Crawler Wally Rossia Norppa

Operational Capacity

Payload

Camera,
2 × 4 W LEDs

(able to carry CTD,
ACDP, second camera,

acoustic modem,
and USBL)

2 × cameras, laser
scanner

on PT unit,
CTD, ADCP,

fluorescence and
turbidity meter,

methane and oxygen
sensors, and

3 × 33 W LEDs

2 × cameras, laser
scanner

on PT unit,
CTD, ADCP,

fluorescence and
turbidity meter,

methane and
oxygen sensors,

3 × 33 W LEDs, and
benthic chamber

2 × cameras, sonar,
electromagnetics, CTD,

and UXO sensor

Manipulator N N On-demand Y

Data Products Imaging, video, and
auto photo-mosaics

Imaging, video,
photo-mosaics,

3D-point clouds, and
environmental

Imaging, video,
photo-mosaics,

3D-point clouds,
environmental, and

physical
sampling

Imaging, video, sonar,
electromagnetics,

environmental, TNT
explosives, and

chemistry

Autonomy
Mission Control

Tethered,
operated in real

time/pre-
programmed;
hybrid (GUI

and/or command-
based) control;

three locomotion modes
(straight, turn,

and rotate)

Tethered,
operated in real time;
hybrid (GUI and/or

command-
based) control;

three locomotion modes
(straight, turn,

and rotate)

Tethered/
surface buoy/

autonomous, operated
in real time/pre-

programmed;
GUI-based

control;
three locomotion modes

(straight, turn,
and rotate)

Tethered/
surface buoy/
autonomous,

operated in real
time/pre-

programmed;
ROS2 operating system;
three locomotion modes

(straight, turn, and
rotate) with obstacle

avoidance

Power
Consumption (W)

172.5 (at 100%
motor power)

800 (at 100%
motor power)

800 (at 100%
motor power)

1000 (at 100%
motor power)

Cost (EUR) 28,000 150,000 320,000 400,000

Regarding control and navigation, the presence of different modes enables fine-tuning
the crawler’s response to fit the needs of the different missions. For instance, the option
to switch to the manual mode allows controlling the fine movement of the crawler. This
capability is important in order to focus, for example, on specific, fine-scale features of
the seabed (or slow-moving epibenthic animal) as sentinel sites. Those sites need to be
revisited in order to achieve an understanding of the ongoing ecological processes for the
restoration or mitigation of impact strategies. Suitable metrics to be measured by a crawler
could be, e.g., sessile organisms spanning from Posidonia meadows, clam fields, sponges,
cold water corals, bryozoans, etc. [41,49,80]. On the other hand, the automatic mode allows
for the repetition of pre-defined routines without the need for human intervention (e.g.,
back-and-forth time-lapse transects), when structural sampling is more significant than
opportunistic observations. This would be the case for monitoring species’ habitat use
in different contexts of different habitat heterogeneity and producing species counts and
density data to be analysed by heat maps for each transect [47,48,81].

Ongoing tests are being performed to increase crawler functionalities in relation to
its acoustical tracking by the nearby OBSEA platform. Deep-sea experiments are being
conducted to enforce the platforms’ acoustic reciprocal communication [82,83] as well as the
platforms’ capability to identify and follow acoustically tagged specimens and cooperating
mobile platforms, e.g., ROVs and AUVs [84]. The acoustic tracking of individuals falls
within the strategies of capturing and redeploying animals of commercially exploited
species within strategic continental margin areas (e.g., fishery no-take zones), following
their displacements as a source for geographic connectivity [85,86]. Future developments will
refer to the installation of an acoustic modem (EvoLogics, S2C [87]) on the crawler and an
Ultra-Short Base-Line (USBL, EvoLogics S2C) positioning system at the OBSEA observatory.

Another interesting future perspective is the incorporation of an Inertial Measurement
Unit (IMU) instrument within the crawler structure in order to detect its exact positioning
on an irregular field [88]. Furthermore, combining geolocalisation and obstacle detection
systems is of great interest because it gives us the possibility to generate maps based
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on localisations using a “Simultaneous Localization and Mapping” (SLAM) system [89].
Therefore, with the SLAM navigation help, the crawler itself will be able to generate visual
maps of the seabed via photo-mosaic procedures.

4.2. The Validation of the Crawler Video Data for Ecological Monitoring

The footage of the crawler’s field test was compared to the imaging output of the fixed
time-lapse camera of the OBSEA, as captured during the week prior to the crawler’s de-
ployment.

This comparison served a dual purpose: first, to assess if imaging transects with the
crawler can successfully depict a comparable portion of the biodiversity identified via
the OBSEA’s fixed camera; and second, to highlight the complementary nature of the two
monitoring platforms due to their unique characteristics (see below).

Time-lapse imaging depicted more species and taxonomic units (i.e., higher richness)
in comparison to the crawler (i.e., nine vs. seven). Nevertheless, the rarefaction curve with
the crawler’s data did not reach the plateau phase (see Figure 13), indicating that more
species would be present in longer or more temporally diverse videos. The fact that the
confidence interval band for the crawler did not become narrower after the integration
of all samples supports this assumption. It should also be noted that the quality of the
crawler’s camera is higher than that of the OBSEA, which influences the identification and
classification of the fish individuals.

In regard to community composition, only two species were present in the material
from both sources. This may reflect an operational distinction, in that the crawler footage
focused mainly on the epibenthos, while the OBSEA camera imaging focused on the pelagic
environment. On the other hand, the fixed camera’s imaging regime encompassed multiple
24-h cycles, while the crawler operated within a short interval in the mid-morning hours,
potentially missing any species with potentially nocturnal activity patterns (e.g., [90,91]).
Finally, the presence of the fixed structure can act as an artificial reef within the OBSEA
camera-spanned area but not the crawler’s FOV, which may provoke higher species counts
for the attraction of more individuals [92]. In any case, these preliminary results are
indicative of the high complementarity of the two monitoring platforms, and the potential
to expand the ecological representativeness of the entire network in space and time towards
a four-dimensional, ecosystem-based monitoring protocol.

Furthermore, by using the outcomes from the procedures carried out to generate a
photo-mosaic of the images acquired from the crawler, important future perspectives can
be foreseen. In particular, an automatic system for detecting objects and, above all, species
is still in the process of being tested. From these tests, we want to generate a system able
to detect and classify marine animals [93,94]. At the same time, we want to create an
automatic obstacle avoidance system [95,96]. In other words, we want to build a system
that positions the different elements in the FOV of the crawler camera in the different
space-time scales to automatically detect specimens and track them.

4.3. Scientific and Operational Impact

Sampling marine biodiversity at relevant spatiotemporal scales is of strategic interest
in management and conservation policies and has to be able to acquire biological data
considering the local habitat heterogeneity of the managed areas (e.g., marine protected
areas and fishery no-take zones). At the same time, it must meet repetition requirements
at the diel and seasonal scales to portray species counts variations as a product of activity
rhythms (i.e., resulting in massive population displacements) [20,97,98]. Therefore, the
implementation of economically affordable and smart-monitoring technology, easy to
deploy from any opportunity vessel, is of pivotal importance.

A promising example is represented by the newly developed teleoperated crawlers
used by marine scientists to carry out multiparametric environmental studies via time-
lapse imaging or video transects, accompanied by a diversified set of oceanographic and
geochemical sensors [47,81,99]. The advanced crawler model for deep-sea operations,
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such as the Wally mobile platform, has evolved into the new “Rossia” platform [100],
which presently costs EUR 150,000 with no installed sensor payload, but is capable of
full operational autonomy (untethering). We could efficiently produce a shallow water
prototype version whose total price stays around EUR 20,000, a price contained due to the
lack of high depth-rated restrictions in the preparation of the components.

The crawler can be teleoperated via a fibre-optics 50 m length and buoyant tether,
making it a highly versatile solution, as it allows operations in both urban areas around
piers and docks as well as in distant zones thanks to its coupling with the autonomous
cabled observatories. The compact size/weight specifications of our prototype favour the
handling/transporting with opportunity vessels, and this opens up the possibility for its
connection to landers as benthic multiparametric and autonomous workstations.

In coastal areas, video crawlers have the advantage of replicating human-based mon-
itoring techniques (underwater visual census by SCUBA divers; e.g., [98,101]) in a more
spatiotemporal intensive fashion; human-based monitoring is not often repeated at day-
night frequencies [102]. Video census transects, equivalent to what would be achieved by
a human operator, could be even expanded, by widening the FOV, whenever panoramic
sweeps can be taken at different stations [98]. This procedure would allow for the spatial
scale of the local representation power of ecological data to be acquired by fixed observatory
cameras in larger areas, as could be achieved by trawl hauling.

Therefore, the elaborated crawler prototype could be of value for fishery-independent
and video-based stock assessment routines when focussing on commercially relevant
species [103]. With this new coastal prototype, transects can be repeated back and forth
over specific video pathways, to conduct fish counting over 24-h. With the addition of a
pair of scaling lasers (as those used by ROVs), a video-inspected area can be computed.
This upgrade would allow for establishing a transition in the ecological quality of acquired
data [104] from mere counts to more demographic-oriented population density estimates.
The developing network of cameras at the OBSEA, two fixed (i.e., OBSEA and tripod
cameras) and one mobile (i.e., crawler), will allow us to have more representative data on
the abundance and biodiversity of the local communities, increasing the video monitored
area [105]. This sampling could be repeated at an hourly frequency over consecutive
months with a reduced cost, providing also more representative data on the behaviour of
the local fauna [106].

At the same time, advances in the field of operational autonomy (e.g., energy provision
and smart navigation) and data processing through artificial intelligence routines, will be
valuable assets for deployments in diverse coastal areas [94]. The use of landers for faunal
abundance, behaviour, and biodiversity characterisation dates back more than four decades
(e.g., [107]). In the near future, more economically affordable landers (compared to cabled
observatories) will be available. Easily redeployed landers plus their own docked crawler
(via the expansion of a specific docking station) will be used to operate in targeted marine
areas over prolonged periods of time with no retrieval [100].

5. Conclusions

In this paper, we showed how to implement and adapt a coastal crawler to drastically
extend its ecological monitoring capability in synchronisation with a fixed-cabled obser-
vatory such as the OBSEA. The hardware and software components and functionalities
described here can serve as a benchmark for the development of similar tools in other
coastal cabled observatories of the EMSO network and beyond (i.e., other oceanic infrastruc-
tures). In the future, low-cost mobile platforms of this kind may contribute substantially to
extending the spatiotemporal dimensions of our remote, vessel, and human-independent
monitoring capabilities.
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