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Abstract: In this paper, a validation study of a recently proposed rate-dependent shell element
fracture model using quasi-static and dynamic impact tests on square hollow sections (SHS) made
from offshore high-tensile strength steel was presented. A rate-dependent forming limit curve was
used to predict the membrane loading-dominated failure, while a rate-dependent ductile fracture
locus was applied for predicting failure governed by bend loading. The predicted peak force and
fracture initiation using the adopted material and fracture model agreed well with the experimental
results. The fracture mode was also captured accurately. Further simulations were performed to
discuss the importance of the inclusion of dynamic effects and the separate treatment of failure modes.
Finally, the shortcomings of the common practice of treatment of rate-effects in low-velocity impact
simulations involving fracture were highlighted.
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1. Introduction

The importance of material definitions in simulating the response of steel-plated
structures under extreme loads is widely recognized [1–3]. Recently, predicting the fracture
of large-scale structures resulting from impact loads using the shell elements in finite
element simulations has attracted considerable attention [4–8]. In this context, accurate
predictions of fracture are challenging because of the mesh size effects and constitutive
assumptions of shell elements, as well as a number of factors that affect the material
response under dynamic impact loading conditions.

First of all, under impact loads, the loading speed and resultant strain rates have a
substantial impact on material characteristics [9]. In practice, it is often believed that the
response to a low-velocity impact is comparable to that under an equivalent quasi-static
loading [10]. Experimental studies with scaled models of stiffened panels [11,12] and web
girders [13] confirmed this assumption. Yet, a number of comparative experimental and
numerical studies have shown that reliable predictions of plastic deformation must take
into account the rate-dependency of flow stress [14–16].

The Cowper–Symonds model is the most commonly used model for the strain-rate
effect on flow stress [17]. For a given strain rate, the same dynamic hardening factor is
applied for all equivalent plastic strains, which is determined solely based on the initial
flow stress. This straightforward model is frequently employed in simple rigid-plastic
mechanism-based methods to fine-tune the predictions.

On the other hand, when utilizing Cowper–Symonds-type models, caution must be
taken as non-linear finite element analysis (NLFEA) results are extremely sensitive to
how the rate-dependency of flow stress is catered for [18]. The increase in flow stress
depends not only on the rate of deformation but also on the magnitude of strain [19].
This phenomenon is closely associated with thermal softening due to self-heating. A
portion of the plastic strain energy is converted to heat, which causes thermal softening to
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eventually dominate over the increase in flow stress due to rate-hardening. This effect is
often neglected in practice because approximate constitutive models often yield acceptable
results [20], particularly if plastic deformation is the only concern.

Secondly, fracture prediction with shell elements poses certain challenges. Recent
research has indicated that modelling the complex nature of ductile failure with shell
elements is not possible using oversimplified constitutive models. The critical failure
strain for NLFEA, according to a widely used method, is the elongation at the fracture
(%) of specimens for standard tension tests performed at intermediate strain rates [20,21].
According to Cerik et al. [22,23], more complex models must take into account the following
in order to simulate fracture failure with finite shell elements: various mechanisms of
fracture [24–26], variation in the stress state from the initial conditions to the onset of
fracture [27–30], and differentiation between membrane and bending deformation [31].

There are several approaches for dealing with the limitations of shell elements. A
straightforward method for simulating fracture in shell elements subjected to quasi-static
load that causes membrane stretching, is to adopt a localized necking criterion. Usually
such models involve a single constant that can be determined using the flow stress curve of a
material [5,32,33]. This approach can be extended for the case of dynamic loading if the rate-
dependent flow stress curves are adequately constructed. Cerik and Choung [34,35] recently
adopted this approach to define the localized necking locus based on the instantaneous
hardening rate. A rate-dependent ductile fracture locus was combined with the localized
necking locus (termed as the rate-dependent DSSE-HC model) to predict all possible failure
modes, including shear fracture and through-thickness cracking, with shell elements. The
mesh size sensitivity of the proposed model was confirmed to be very low.

The model by Cerik and Choung [34] was validated using the dynamic punch indenta-
tion tests on metal sheets, given in [36], which were limited only to the failure involving lo-
calized necking. In the present study, the new test results presented by Johanessen et al. [37]
on square hollow sections (SHS) subjected to quasi-static and dynamic bending were
used to validate the proposed model for a more general case of loading that results in
different failure modes. These new tests present a challenge for numerically predicting
fractures because deformation and failure are more complex than punch-loaded plates,
which predominantly undergo membrane stretching. The primary aim is to demonstrate
the advantage of the proposed model over single-modelling approaches for fracture. Beside
the comparison of predictions with the proposed model with the test results, additional
numerical simulations of the test were performed using the simplified approaches used in
industrial practice to highlight the benefits of the adopted model. The main contribution of
the present work is the validation of the rate-dependent DSSE-HC model by comparing
its predictions of the onset of ductile failure for both membrane- and bending-dominated
loading conditions.

2. Material Model

For the sake of completeness, the model reported previously in Cerik and Choung [34,35]
is summarized.

2.1. Constitutive Model

The constitutive model adopted in the present study follows Roth and Mohr [38]. The
logarithmic strain tensor was decomposed into elastic and plastic strain components:

ε = εe + εp (1)

The constitutive equation for Cauchy stress, σ is as follows:

σ = Cel : εe (2)

where Cel is the isotropic elasticity tensor, which depends on the Young’s modulus E and
Poisson’s ratio ν.
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The magnitude of the Cauchy stress tensor is represented by von Mises stress as
follows:

σ̄ =
√

3J2 (3)

with J2 denoting the second invariant of the stress deviator tensor, s.
The evolution of the plastic strain tensor, εp, is described by the associative flow rule:

dεp = dε̄p
∂σ̄

∂σ
(4)

where dε̄p is the increase in the equivalent plastic strain.
The yield surface is expressed as in the given equation:

f (σ, k) = σ̄− k(ε̄p, ˙̄εp, T) = 0 (5)

Here, k represents the deformation resistance. Similar to the Jonhson–Cook model [39],
the deformation resistance is assumed as a function of the equivalent plastic strain, ε̄p,
equivalent plastic strain rate, ˙̄εp, and temperature, T:

k(ε̄p, ˙̄εp, T) = kεkε̇kT (6)

The first term, which represents strain hardening, is modelled using a weighted
combination of the Swift [40] and Voce [41] laws [42]:

kε(ε̄p) = αkS + (1− α)kV (7)

The weighting factor α ∈ [0, 1] requires calibration following a procedure described else-
where [22,30]. The Swift and Voce laws are expressed as follows:

kS
(
ε̄p
)
= A

(
ε0 + ε̄p

)n (8)

kV
(
ε̄p
)
= k0 + Q

(
1− exp

(
−βε̄p

))
(9)

The second term in Equation (6) scales up the flow stress for the strain rates above a
certain threshold, ˙̄ε0, as follows [39]:

kε̇

(
˙̄εp
)
=

1 if ˙̄εp < ˙̄ε0

1 + C ln
( ˙̄εp

˙̄ε0

)
if ˙̄εp ≥ ˙̄ε0

(10)

The last term scales down the flow stress for temperatures above the reference temper-
ature, Tr, as follows [39]:

kT(T) =


1 if T < Tr

1−
(

T−Tr
Tm−Tr

)m
if Tr ≤ T ≤ Tm

0 if T > Tm

(11)

where Tm is the melting temperature.
The temperature increase, due to rapid deformation, is related to strain energy as

follows:
dT = ω

ηk
ρCp

σ̄dε̄p (12)

In this equation, ηk is a constant, which defines the percentage of the plastic strain energy
converted to heat. The other parameters, ρ and Cp, are the density and specific heat of the
material, respectively. In the above equation, Roth and Mohr [38] included an extra term
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ω
(

˙̄εp
)
. This term is a function of the strain rate and helps to regulate the amount of plastic

work converted to heat. It is expressed as follows:

ω
(

˙̄εp
)
=


0 if ˙̄εp < ˙̄εit

( ˙̄εp− ˙̄εit)
2
(3 ˙̄εa−2 ˙̄εp− ˙̄εit)

( ˙̄εa− ˙̄εit)
3 if ˙̄εit ≤ ˙̄εp ≤ ˙̄εa

1 if ˙̄εp > ˙̄εa

(13)

where ˙̄εit and ˙̄εa indicate the two limiting conditions, namely isothermal and adiabatic
conditions. It is usually assumed that ˙̄εit = ˙̄ε0 [38]. With this modification of the Johnson–
Cook model, thermal softening effects at low strain rates can be eliminated, and thermal
softening can be considered only at intermediate and large strain rates, where adiabatic
conditions will prevail, and self-heating during large plastic deformation will occur.

2.2. Fracture Prediction Model for Shell Elements

The rate-dependent shell element fracture model proposed by Cerik and Choung [34]
considers two cases separately: ductile fracture preceded by thinning and without thinning
before the initiation of a fracture [26]. The former case was modelled using a fracture
indicator, D, as follows:

dD =
dε̄p

ε̄
pr
f

(14)

where ε̄
pr
f
(
η, θ̄, ˙̄εp

)
is the fracture strain surface of the material. Note that this is valid strictly

under proportional strain paths. The stress state is defined using stress triaxiality, η, and
the Lode angle parameter, θ̄. However, for the case of plane stress conditions (as in shell
elements), the Lode angle parameter can be defined using stress triaxiality. Therefore, stress
triaxiality is the sole parameter adequate for defining the stress state in shell elements.

The Hosford–Coulomb (HC) model was used as ε̄
pr
f
(
η, θ̄, ˙̄εp

)
, a rate-independent

version of which is given as:

ε̄
pr
f
(
η, θ̄
)
= b(1 + c)

1
n f

[{
1
2
(
( f1 − f2)

a + ( f1 − f3)
a + ( f2 − f3)

a)} 1
a
+ c(2η + f1 + f3)

]− 1
n f

(15)

f1
(
θ̄
)
=

2
3

cos
(π

6
(
1− θ̄

))
(16)

f2
(
θ̄
)
=

2
3

cos
(π

6
(
3 + θ̄

))
(17)

f3
(
θ̄
)
= −2

3
cos
(π

6
(
1 + θ̄

))
(18)

A rate-dependent version of the HC model was introduced by Roth and Mohr [38] by
setting the parameter b, in a rate-dependent format:

b
(

˙̄εp
)
=

b0 if ˙̄εp < ˙̄ε0

b0

[
1 + γ ln

( ˙̄εp
˙̄ε0

)]
if ˙̄εp ≥ ˙̄ε0

(19)

The HC model predicts a fracture if in a shell through-thickness integration point (IP),
the fracture indicator, D, exceeds unity:

D[IP(i)] ≥ 1 (20)
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Ductile fracture preceded by thinning is predicted using a forming limit curve called
DSSE (domain of shell-to-solid equivalence). The localized necking indicator, N, is defined
as follows:

dN =
dε̄p

ε̄
pr
DSSE

for
1
3
< η <

2
3

(21)

The DSSE, ε̄
pr
DSSE[η], is given by Pack and Mohr [26] as follows:

ε̄
pr
DSSE(η) = b

({
1
2

(
(g1 − g2)

d + gd
1 + gd

2

)} 1
d
)− 1

p f

for
1
3
< η <

2
3

(22)

g1(η) =
3
2

η +

√
1
3
− 3

4
η2 (23)

g2(η) =
3
2

η −
√

1
3
− 3

4
η2 (24)

In this model, the parameter d is determined using the flow stress curve of the material.
For the case of the rate-dependent flow curves, d is not constant and requires to be calculated
using the procedure described in [34] at every time increment for the instantaneous values
of strain rate and temperature.

Localized necking is assumed to occur only if all integration points through the
thickness fulfil the failure criterion:

N(z) ≥ 1 ∀z ∈ [−t/2, t/2] (25)

where t is the shell thickness and z is the through-thickness direction coordinate.
Numerical implementation of the rate-dependent DSSE-HC model and the mesh size

sensitivity of the model are described in detail in [34]. Cerik and Choung [34] reported that
the fracture predictions using the described model are consistent with the very fine mesh
solid element results. It was noted that for predicting the localized necking, the element size
to element thickness ratio up to four, yields accurate estimates. Fracture without necking
was found to be insensitive to the mesh size except geometrical conditions that require finer
meshes. For validation of the model, quasi-static and dynamic impact tests on steel sheets,
conducted by Gruben et al. [36], were used. The model used in the present study could
predict the response of the test models in both cases and accurately simulate the deviations
between the two cases.

3. Description of the Experiments

Johannessen et al. [37] recently reported the material and three-point bending test
results used in the present study to validate the described material model. Here, only a
summary of the experiments and important test outcomes are given. The SHS test models
were made from three different grade high-tensile strength steels. In the present study,
only the test results of the models made from offshore grade steel (grade S355NH, in
accordance with NS-EN 10225-3) were considered because of the relevance of the offshore
steel grade for the application area of the proposed fracture model, marine collision problem,
as well as considering the availability of the material test parameters database for the
proposed material model that can be assumed to have similar characteristics as the target
structure material.

The tests were conducted with 120× 120× 5 mm SHS. The test models were 600 mm
long. Each model featured a 50 mm notch placed 60 mm off-centre. The purpose of each
notch was to provoke failure in a pre-determined location and pose a challenge for the
finite element simulations with shell elements in predicting the crack propagation direction.
Figure 1 shows the dimensions of the models.
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Figure 1. Dimensions of the test models (unit: mm) and the experimental setup in the quasi-
static tests.

Standard uniaxial tension tests were performed on dog-bone specimens to characterize
the material hardening properties. The test coupons were sampled both in the rolling
direction (0◦) and transverse direction (90◦). Three tests were performed for each direction.
The lower yield stress of the material was scattered around 420 MPa. In addition, the test
specimens sampled from the transverse direction showed a large spread in hardening and
percentage elongation to fracture. The flow stress curves showed considerable scattering,
which raises material uncertainties to be considered in the simulation of the tests.

Johannessen et al. [37] performed both quasi-static and low-velocity impact tests.
Figure 1 shows a schematic representation of the quasi-static test involving the SHS pene-
trated by a solid cylinder. The test model rested on two rigid cylinders, 60 mm in diameter.
A rigid cylinder was moved with a constant velocity of 10 mm/min towards the model up
to 120 mm, before fracture initiated around the notch and propagated diagonally. PEFT
sheets were used at the support and contact surfaces between the indentor and model to
minimize friction. The tests were repeated three times and showed relatively high scatter.
This was associated with the large variability of the material properties.

The low-velocity impact tests were conducted using impact testing equipment, which
utilizes a trolley system accelerated with a hydraulic kicking device. In the dynamic tests,
the indentor mass was 1470.7 kg, and the velocity just prior to the impact was measured
as 4.1 m/s. These yield kinetic energies large enough to cause fracture around the notch
of the test models, similar to that observed in the quasi-static tests. In the dynamic tests,
the supports and indentor diameter were both 50 mm. A spray lubricant was used to
reduce friction between the contact surfaces. The tests were repeated three times, and
the repeatability was slightly better than the quasi-static tests. Both the deformation and
fracture response of the test models were similar to that in the quasi-static tests. Yet, the
peak force was higher because of the strain-rate effects and fracture initiated earlier than in
most quasi-static tests.

4. Finite Element Modelling

The tests described in the previous section were simulated using the Abaqus software
package (explicit solver), and a user-defined material subroutine (VUMAT) implementing
the described material model. The test model was meshed using four-node shell elements
(S4R) with five through-thickness integration points. S4R is suitable for most common
applications, including crashworthiness analysis. The average element edge length was
determined to be 5 mm, which was sufficient to resolve the stress gradients around the notch.
The chosen element size also reflects the findings reported in [34] on mesh size sensitivity
of the employed fracture model. An element size less than the shell thickness is in general
not recommended when using a localized necking criterion for predicting membrane-
dominated loading. Rigid elements (R3D4) were used for the supports and indentor.
Figure 2 shows a finite element model of the test setup including the boundary conditions.
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Rigid, 
All DOFs constrained 
except vertical translation

Rigid,
All DOFs constrained

Rigid,
All DOFs constrained

Figure 2. Finite element model of the test model, supports, and indentor.

For the three-point bending simulation of quasi-static and low-velocity impact tests, all
the degrees of freedom at the reference node of the rigid supports were constrained except
for the displacement in the impact direction. All degrees of freedom at the reference nodes
associated with the rigid support were constrained. The quasi-static test was simulated
using displacement control, whereas low-velocity impact was simulated by setting an
initial velocity to the rigid indentor. Both analyses considered geometric non-linearity and
used automatic time incrementing from stable time increment estimates. The duration of
the quasi-static simulation was long enough to limit the inertia effects.

The general contact algorithm was used to consider the interaction between the rigid
cylinders and the test model. Moreover, self-contact was considered for the surfaces of
the impacted structure. According to Johannessen et al. [37], a low-friction coefficient of
0.05 was used for the contact between the surfaces. This value was deemed reasonable
considering the applied friction reduction agents applied in the tests.

The material test results in [37] cannot be directly used for calibrating the employed
material and fracture models in the present paper as they only consist of standard tension
tests. On the other hand, typical test specimens and test conditions for calibrating the
rate-dependent material and fracture model, as given in the paper by Roth and Mohr
(reference ??), are many and require fracture specimens with unique geometries to attain
the desired stress states. Therefore, it was decided to utilize the existing calibrated material
model parameters reported in [30]. In marine structures practice, it is common to classify
steel grades based on the yield strength and ultimate tensile strength/yield strength ratio,
and steel grades with similar flow stress characteristics (i.e., hardening behaviour) can be
assumed to have similar material parameters. The material model parameters were chosen
considering the scatter in the test results. An upper bound for the flow stress curve under
quasi-static conditions was assumed using the material parameters of the grade DH36
steel, which have been reported in [29,30]. The yield stress of DH36 is 435 MPa, and its
hardening rate is comparable to the strain hardening curve of the test coupon exhibiting
the largest ultimate tensile strength to yield strength ratio. In addition, a lower bound flow
stress curve was defined using the material parameters of the grade AH36 [29,30] similarly.
Table 1 lists the hardening law parameters of both grades. Figure 3 shows the hardening
curves. The ductility limits of DH36 and AH36 were remarkably different and strongly
dependent on the hardening rate. Figure 4 presents the fracture loci of these steel grades.
The fracture model parameters were taken from reference [29]. The localized necking loci
are plotted with dashed lines, and the fracture loci were plotted with continuous lines.
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Table 1. Hardening law parameters of grade AH36 and DH36 steels.

Material A ε0 n k0 Q β α
(MPa) - - (MPa) (MPa) - -

AH36 1053 0.005407 0.2194 335 340.2 22.14 0.52
DH36 1058 0.007999 0.1794 444.7 293.1 21.89 0.55
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Figure 3. Hardening curves of AH36 and DH36 grade steels [30].
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Figure 4. Localized necking (dashed line) and fracture (continuous line) loci of AH36 and DH36
grade steels.

The dynamic flow stress was modelled using the quasi-static flow stress curve of DH36
and dynamic flow stress properties of DP590, which has similar mechanical properties
to the steel grades considered in this study [18,34]. We emphasize that in the present
study, we do not specifically compare the three materials (moreover, three high-tensile
strength structural steels) but use the parameters of these materials as estimates of the
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subject test material’s flow stress and ductile fracture characteristics. Table 2 provides
the adopted parameters, and Figure 5 depicts the resulting flow stress at various strain
rates. Note that the temperature effect was implicitly considered in these curves. With
increasing plastic deformation, the temperature increases and the thermal softening term
in the deformation resistance function was calculated accordingly. Figure 6 shows the
HC (continuous line) and DSSE (dashed line) loci for the same strain rates. To check
the influence of the considered rate effects, the simulations of quasi-static tests were ran
ignoring the rate- and temperature-dependent terms in the material model, as reported
by [22], i.e., only using the strain-hardening law based on the combined Swift–Voce law
and the original (rate-independent) DSSE–HC model. The rate-dependency was included
in the low-velocity impact test simulation.
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Figure 5. Flow stress curves at various strain rates.
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Figure 6. Localized necking and fracture loci at various strain rates.
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Table 2. Parameters associated with the rate- and temperature-dependent plasticity model.

C ε̇0
(s−1) Tr (K) Tm (K) m ηk

Cp (J/kg
K)

˙̄εa (s−1)

0.01366 0.00116 293 1673.7 0.921 0.9 420 1.379

5. Results and Discussions

The credibility of numerical predictions was examined by comparing the experimental
force-displacement curves with the numerical simulation results and the observed fracture
pattern with the numerically predicted failure mode. Note that the sudden drop in the
force-displacement curves corresponds to the fracture initiation in the vicinity of the
notch. Prediction of the post-failure response and crack growth path were considered of
secondary importance as the adopted fracture model is suitable only for predicting the
onset of a fracture and models the crack growth in an indirect way by successive deletion
of failed elements.

5.1. Quasi-Static Impact Test

The experimental and numerical force-displacement curves were compared, as shown
in Figure 7 for the quasi-static test and simulations. A good qualitative match was observed
because the numerical results were within the experimentally observed scatter. The pre-
dictions made using the material model parameters of DH36 (upped bound flow stress
curve) showed close agreement with the test results featuring the highest peak force. The
stiffness, peak force, and instance of fracture were estimated accurately, but the force levels
in the decay region were slightly larger than the test results. The predictions with the AH36
parameters (lower bound flow stress curve) resulted in a much lower peak force and a
larger displacement at fracture compared to the experiments. (Therefore, it was deemed
that the upper bound curve represents the test structural material more closely, and further
analyses were conducted with the upper bound curve parameters.)
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180

0 20 40 60 80 100 120

F
or
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kN
)
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Experiments
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FEA - lower bound estimation

Quasi-static test

Fracture initiation

Figure 7. Force-displacement curves for quasi-static test.

In the tests, the fracture initiated close to the notch and propagated diagonally towards
the contact point between the indentor and the target model. In addition, there were no
surface cracks on the top flange of the test model around the folded regions. Figure 8
shows the predicted failure mode and compares the results with the post-mortem specimen.
Here, the localized necking indicator, N, and ductile fracture indicator, D, were used as the
plotting contour. Note that localized necking occurs around the notch, but the condition
for surface cracking, which is D = 1 at any through-thickness integration point, was not



J. Mar. Sci. Eng. 2023, 11, 699 11 of 19

satisfied on the top flange of the SHS. (Therefore, similar to the test observations, surface
cracking was not predicted in the numerical simulations.)

Contour: localized necking indicator, N

Contour: ductile fracture indicator, D

Figure 8. Predicted failure mode and comparison with the post-mortem test specimen.

5.2. Dynamic Impact Test

Next, by using the upper bound curve parameters and rate-dependent material pa-
rameters listed in Table 2, dynamic impact tests were simulated. Figure 9 shows the
force-displacement curves for the low-velocity impact tests. Although the numerical sim-
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ulation overestimated the force levels in the decay region, the peak force and the instant
of fracture initiation were captured with reasonable accuracy. The agreement between the
test scatter and the numerical predictions support the choice of assumed values for the
material model parameters. Note that the numerical results were not filtered and display
some oscillations, which were also present in the actual, unfiltered test results [37]. The
oscillations can be attributed to the stress waves travelling back and forth, and the temporal
variations of contact forces. In the dynamic tests, the failure mode was again localized
necking around the notch, and no fractures were observed in the top flange of the SHS
models. Figure 10 presents the finite element model of the test model at the final instant of
the simulation with localized necking and ductile fracture indicator plots. The numerical
simulations mimicked the observed physical test results. In agreement with the test results,
surface cracking was not predicted in the simulations. It should be emphasized that the
ductile failure model employed in the present work is applicable for predicting of the onset
of ductile failure, not the ductile crack growth. The predicted crack growth appears to be
in a straight line rather than curving as seen in the experimental results. The technique of
successive deletion of failed elements yields rather an unrealistic crack shape, which also
shows a significant dependence on mesh configuration.
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Figure 9. Comparison of the experimental and numerical force-displacement curves for the dynamic
impact test.

To gain further insights into how the adopted fracture model handles different fracture
mechanisms and how state variables change over the course of loading, the loading paths of
the element that failed first in the simulations are plotted in Figure 11. Figure 12 shows the
location of the element along with the strain rate, temperature increase, and stress state (in
terms of stress triaxiality) plots at the instance of first element deletion. The loading paths
were extracted from the top and bottom through-thickness integration points. It was noted
that the loading paths were slightly non-proportional, that is, the stress state is not constant
all the way to the onset of the fracture. Close to the notch, the elements predominantly
experienced membrane stretching (as indicated by the value of stress triaxiality which
remains in the biaxial tension zone−1/3 < η < 2/3), and failure was triggered by localized
necking as the accumulated necking damage in all through-thickness integration points
reach unity. In addition, a considerable temperature increase was estimated on the folded
corners at the contact surface between the indentor and test model, and in the vicinity of
the notch following Equation (12), where localized large straining occurred.
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Figure 10. Predicted deformations and fracture in the simulation of the dynamic impact test.
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Figure 11. Loading paths of the top and bottom through-thickness integration points in the first
failed element.
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Figure 12. State variables at the initiation of fracture.

5.3. Sensitivity to Inclusion of Rate Effects

At this junction, it may be important to check whether the included rate effects
play a significant role in the predicted impact response of the target structure under low-
velocity mass impact. The sensitivity of the fracture predictions to the dynamic effects
was checked by running the simulations, excluding the strain-rate and thermal-softening
effects. Figure 13 shows the resulting force-displacement curves. It was observed that the
exclusion of both the strain-rate hardening and thermal softening yielded a lower peak
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force associated with the plastic collapse of the SHS tube. Fracture initiation was delayed
slightly, but the predicted failure mode and location were the same. On the other hand,
omitting only the thermal softening led to a stiffer response. Eventually, the fracture did not
occur before the kinetic energy of the indentor was fully transformed to the strain energy
of the struck model.
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Figure 13. Force-displacement curves obtained considering or omitting dynamic effects.

5.4. Comparison with Industry Practice

Lastly, the simulations were ran using a constant fracture strain value of 0.2 to clarify
the necessity of using two different “failure” indicators, which is one of the distinguish-
ing properties of the proposed model evaluated in the previous section. The value of
constant fracture strain was chosen close to the equivalent plastic strain associated with
localized necking under plane strain tension and reflects the practice used in ship colli-
sion analysis [18]. The strain-rate effect (strain-rate hardening) was considered using the
Cowper–Symonds equation with the commonly used coefficients for high-tensile steel
(DCS = 3200 s−1 and q = 5) [20]. Figures 14 and 15 show the resulting force-displacement
curve and the predicted failure modes, respectively. The deleted elements and failed
through-thickness integration points on the top flange of the model caused a rapid decrease
in structural resistance and premature failure compared to the experiments. According
to the simple failure model employed, the stress tensor components of the IP were set to
zero when the equivalent plastic strain reached the critical failure strain value (in this case,
0.2). An element is deleted if all the through-thickness integration points have zero stress,
i.e., assumed to have failed following the conditions above. This caused an undesirable
simulation outcome in terms of both the predicted deformation and fracture patterns and
force-displacement response. A larger critical failure strain would delay failure of the top
flange elements and fracture initiation around the notch. It is apparent that the material
model adopted in this study overcomes this issue in a computationally convenient manner
by considering the basic failure modes separately.
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Figure 15. Equivalent stress plot of the post-mortem test model as predicted by FEA using a constant
failure strain.

6. Conclusions

The present study simulated a fracture in steel-plated structures under low-velocity
impact using shell elements by adopting an advanced material model that considers the
strain-rate effect. The major conclusions drawn from the present study are as follows:

• It was observed that the results from both the quasi-static three-point bending and the
dynamic impact simulations agreed well with the test results. The credibility of rate-
dependent DSSE–HC model was confirmed as it successfully captured the overall defor-
mation and failure behaviour of the square hollow section with an asymmetric notch.

• The necessity of distinguishing the fracture with and without localized necking when
simulating a fracture with shell elements was confirmed. It was apparent that a single-
failure model, i.e., a failure model for both localized necking and ductile fracture
involving surface cracking or shear-induced failure, was prone to errors associated
with regularizing the fracture locus (scaling the ductility limits based on mesh size).

• The adequacy of localized necking-based failure models in conjunction with the rate-
dependent flow stress curves to describe the necking locus in an evolving manner
was verified.

• Temperature effects were found to be significant on the absorbed energy and fracture
initiation. It was noted that the inclusion of temperature effects may increase the
absorbed impact energy because of increased ductility.
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Nomenclature
The following symbols are used in this manuscript:

α Weighting factor in combined Swift–Voce hardening law
β Voce hardening law parameter
γ Fracture strain rate sensitivity parameter
˙̄εa Reference strain rate for adiabatic condition
ε̄

pr
DSSE Localized necking strain under proportional loading

ε̄
pr
f Fracture strain under proportional loading

˙̄εit Reference strain rate for isothermal condition
ε0 Pre-strain in Swift hardening law
˙̄ε0 Reference strain rate
ε̄p Equivalent plastic strain
˙̄εp Equivalent plastic strain rate
η Stress triaxiality
ηk Taylor–Quinney coefficient
θ̄ Lode angle parameter
ρ Material density
σ Cauchy stress tensor
σ̄ von Mises equivalent stress
ω Regulating term for transition from isothermal to adiabatic condition
A Swift law parameter
C Strain-rate hardening sensitivity parameter
Cp Material specific heat
D Ductile fracture indicator
DCS Cowper–Symonds model constant
E Young’s modulus
J2 Second invariant of deviatoric stress tensor
N Localized necking indicator
Q Voce law parameter
T Temperature
Tm Material melting temperature
Tr Reference temperature
a, b, c Hosford–Coulomb model parameters
f1, f2, f3 Lode angle-dependent functions in Hosford–Coulomb model
g1, g2 Stress triaxiality-dependent functions in DSSE model
k Deformation resistance function
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kε Strain hardening function
kε̇ Strain-rate hardening function
k0 Voce hardening law parameter
kS Swift hardening law
kT Thermal softening function
kV Voce hardening law
m Thermal softening exponent
n Swift law exponent
n f Hosford–Coulomb model transformation coefficient
p f DSSE model exponent
q Cowper–Symonds model exponent

Abbreviations
The following abbreviations are used in this manuscript:

DOF Degree of freedom
DSSE Domain of shell-to-solid equivalence
HC Hosford-Coulomb
IP Integration point (through-thickness)
NLFEA Non-Linear Finite Element Analysis
PTFE Polytetrafluoroethylene
SHS Square hollow section
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