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Abstract: Due to the ever-changing shape and scale of ships, as well as the complex sea background,
accurately detecting multi-scale ships on the sea while considering real-time requirements remains a
challenge. To address this problem, we propose a model called S-DETR based on the DETR framework
for end-to-end detection of ships on the sea. A scale attention module is designed to effectively
learn the weights of different scale information by utilizing the global information brought by global
average pooling. We analyzed the potential reasons for the performance degradation of the end-to-
end detector and proposed a decoder based on Dense Query. Although the computational complexity
and convergence of the entire S-DETR model have not been rigorously proven mathematically, Dense
Query can reduce the computational complexity of multi-head self-attention from O(N2

q ) into O(Nq).
To evaluate the performance of S-DETR, we conducted experiments on the Singapore Maritime
Dataset and Marine Image Dataset. The experimental results show that the proposed method can
effectively solve the problem of multi-scale ship detection in complex marine environments and
achieve state-of-the-art performance. The model inference speed of S-DETR is comparable to that of
single-stage target detection models and meets the real-time requirements of shoreside ship detection.

Keywords: multi-scale; DETR; dense query; ship detection

1. Introduction

Maritime target detection is of great significance to the establishment of a maritime
intelligent traffic monitoring, management and service system. Maritime target detection
refers to target detection for specific maritime targets such as ships and buoys. As the
traditional shipping industry is gradually advancing from digitization and informatization
to intelligence, accurate maritime target detection can be applied to maritime driving,
obstacle avoidance and detection, and military detection. Maritime target detection can be
roughly divided into onshore images such as SeaShips [1], aerial images such as DOTA [2],
and satellite images such as the SAR ship detection dataset [3] according to image sources.
Aerial images and satellite images are from a top-down perspective. The acquisition and
preprocessing of these two types of images require a lot of time and are difficult to use
in real time. At the same time, these two types of images are greatly affected by weather
such as fog, and cannot meet the needs of all-weather detection. The onshore image is a
side-view perspective, easy to use in real time, and a single sea target occupies more pixels
and higher resolution, so it has higher practical value. This paper mainly focuses on the
detection of ship targets at sea based on onshore images.

Figure 1 shows the typical scene of ship target detection in onshore images. The
typical feature of these images is that the proportion of ships in the whole image is small,
which is a typical small target detection problem. However, unlike traditional small target
detection tasks, ship detection based on onshore images has some special difficulties:(1) A
large number of small targets such as buoys in the image will reduce the accuracy of target
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detection, as shown in Figure 1a. (2) Due to the difference in the size of the ship itself or
the distance from the shore, the size of the ship in the image varies greatly, as shown in
Figure 1b. (3) There is serious occlusion between ships. It can be seen that accurate marine
ship detection is very challenging.
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Figure 1. Typical onshore images: (a) Presence of buoy scenes; (b) Large differences in ship scale;
(c) Ships obstructing each other.

According to the characteristics of ship target detection tasks in onshore images, many
scholars have proposed different detection methods. Krüger [4] detected the features
of the sea level based on color segmentation and edge detection, and then separated
the ship from the water by image registration and subtraction. Prasad [5] studied back-
ground subtraction methods systematically, which was suitable for scenes with features
such as water, sharp dynamics of water, ghost effects, and multiple detections. This kind of
maritime target detection based on manual features often needs to be specially designed
for specific scenarios, and the generalization of the method is weak. In recent years, marine
ship target detection based on deep learning has received more attention. The represen-
tative work is the ship target detection models based on the Faster R-CNN [6] and Mask
R-CNN [7] proposed by Moosbauer [8]. Soloviev [9] compared the application of three
state-of-the-art (SOTA) CNN-based algorithms in ship target detection.

Existing CNN-based models must manually design spatial anchor or non-maximum
suppression (NMS), which brings a lot of inconvenience to model deployment. Moreover,
the CNN-based models are characterized by focusing on the extraction of local area features
and lacking the ability to model long-term dependencies. This characteristic makes such
models unable to make full use of the surrounding environment information to assist ship
detection. The DETR model [10], which has achieved excellent performance in other vision
fields, has the potential to replace CNN and achieve better performance in ship target
detection. However, some inherent defects of the DETR model make it impossible to be
directly applied to the field of ship detection, such as poor detection performance for small
targets. According to the characteristics of the ship detection scene, this paper presents a
design for a ship detection model (S-DETR). The main contributions are as follows:

(1) A ship detection transformer model design based on shore images for the first time.
Taking advantage of the global modeling capability of the transformer architecture, the
model achieved the best performance on the public dataset, the Singapore Maritime
Dataset. The proposed S-DETR model can be used as a baseline model to study
transformer-based methods for ship detection.

(2) A scale attention module that fuses multi-scale information is designed in the back-
bone network, which is better than simply using convolution to fuse different scale
branch information in the past. The detection performance can be improved in the
scene where the ship scale changes significantly.
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(3) We propose a new decoder for DETR, i.e., DQ-decoder, which significantly improves
DETR on crowd ship detection. The DQ module can greatly improve the detection
performance in dense ship scenes without increasing the computational complexity.
The decoder has the potential to serve as a plug-and-play module for other intensive
detection tasks.

2. Related Works
2.1. Ship Detection Method Based on Deep Learning

For a long time, CNN-based models have been widely used in ship detection.
Shao et al. [11] proposed a saliency detection method based on YOLOv3 considering
coastline information. Kim et al. detected ships based on Faster RCNN [12], and then recov-
ered missed maritime targets from a series of images through the IoU of frames between
consecutive frames [13]. Based on the YOLOv3 model, Li replaced the maximum pooling
layer with a convolutional layer and expanded the channel of the prediction network.
In addition, he introduced an attention mechanism CBAM [14] to improve the detection
performance [15]. Kim et al. applied YOLOV5 to the Singapore Maritime Dataset (SMD),
and achieved a score of 0.304 on the mAP@0.5 index [16].

In recent years, the DETR model with the transformer architecture as the core has
been applied in many target detection tasks [17,18]. Bar et al. proposed the DTTReg model,
applied the DETR model to the field of ship detection, and proposed a self-supervised
method for preprocessing the entire object detection network, establishing many SOTA
results [19]. However, this study is only applicable to SAR images. To the best of our
knowledge, there is currently no DETR model for ship detection based on onshore images.
This may be due to the fact that the DETR model is not suitable for small target detection
tasks with occlusions.

2.2. DETR and Deformable DETR

The DETR model combines the transformer and CNN architectures. It uses the pow-
erful global feature learning capabilities of the transformer model to predict the category,
location, and border information of multiple objects including targets and backgrounds
in parallel. Compared with the one-stage and two-stage target detection methods, this
method has more advantages in prediction accuracy and inference speed, and can meet the
needs of ship target detection tasks.

The core of the DETR model is to model target detection as a set prediction problem,
and use the transformer’s self-attention mechanism to reason about the relationship be-
tween the target and the global image context, thereby improving the detection accuracy
of the model. The DETR model consists of four parts: backbone for extracting features,
transformer-based encoder, decoder and, prediction heads.

Since transformer-based detection models have achieved excellent performance on
standard datasets, researchers have tried to apply it to various practical scenarios. OW-
DETR [20] has proved the effectiveness and feasibility of introducing the transformer
framework into the open world target detection task. PTSEFormar [21] uses the idea of
progressive feature aggregation to improve the detection performance of DETR and this has
been applied in the field of video surveillance. As far as we know, there is no transformer
model for ship detection based on onshore images. In this scenario, the scale of the target
changes greatly and the real-time requirement of detection is strict, so the existing detection
model based on transformer cannot be applied. The S-DETR model proposed below not
only improves the accuracy of target detection under large-scale distribution, but also
meets the requirements of real-time detection.

3. Methods
3.1. Overall Framework

We designed a model as shown in Figure 2, which we call Ship DEtection TRanformer
(S-DETR). The S-DETR model consists of four parts: backbone, encoder, decoder, and pre-
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diction heads. The encoder and prediction heads use the same design as the original DETR.
Our improvement to the DETR model is mainly aimed at the backbone and the decoder.
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The image is first input into the CNN-based backbone network, and the final feature
map is obtained after passing through the multi-scale network and scale attention (SA)
module in turn. The obtained feature map is expanded into one dimension and position
encoding information is added to be input into the encoder, and the encoder outputs
N fixed-length embedding vectors. In order to preserve the position information in the
sequence data, it is necessary to add position encoding to the embedding vector. We use
sine and cosine functions to encode the odd and even dimensions of each position without
learning additional parameters. After being processed by the encoder, a series of candidate
features embedded in the positional coding are obtained. The Decoder module takes as
input a small number of learned positional embeddings (object queries). Finally, through
a weight-shared feed-forward network, each embedded candidate feature is decoded in
parallel into a target category (class) and a bounding box (box) or no target class (no object).

The main modules of the DETR are described below.
Backbone. The two-dimensional representation of the input image is learned through

Resnet50 or Resnet101. Before passing it to the encoder, 1 × 1 convolution is used to flatten
the image features, and it is then sent to the transformer-based encoder together with
the positional encoding of the image. Assuming the size of the original input image is
C × H × W (C represents the number of image channels), the image becomes a low-
resolution feature map after being sampled 32 times by ResNet, and the number of channels
increases to 2048.

Positional Encoding. The feature map of the original image extracted by ResNet
needs to be divided into several blocks. Each block is similar to the sequence vector in
the natural language processing task, and these blocks are input into the encoder part of
the transformer module in parallel. However, for the encoder, the input sequence of each
block does affect the final prediction result, which is contrary to the principle of position
sensitivity of the target detection task. To solve this problem, a spatial position encoder is
introduced. The positional encoding formula is as follows:

PE(pos,2i) = sin
(

pos/10, 0002i/dk
)

(1)
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PE(pos,2i+1) = cos
(

pos/10, 0002i/dk
)

(2)

PE is a two-dimensional matrix, the size of which is the same as that of the feature
map. dk represents the dimension size of the block vector. In this paper, the dimension
of the block vector is consistent with the number of channel C of the feature map after
down-sampling. pos represents the position of the current feature vector in the entire
input sequence. The above formula means adding the sine vector at the even number
position of each block vector and the cosine vector at the odd number position to fill the
whole PE matrix, and then adding the matrix and the prediction feature map to realize
position coding.

Encoder. Essentially, the self-attention module computes pairwise interactions be-
tween elements in the input. In the DETR, self-attention is set to be all pairwise interactions
while the deformable DETR [22] only computes a sparse set of interactions. The input of the
encoder of the DETR and deformable DETR are the features extracted from the backbone.
The encoder module mainly includes a multi-head self-attention layer, layer normalization
and feedforward neural network. Encoder modules stack N layers, and a residual structure
similar to ResNet is adopted in a single encoder module. The shallow input x is added
with the encoded vector, and finally transferred to the next layer of the network structure
through the layer normalization method.

The attention mechanism can map the feature vectors output by the convolution
network into query vectors, key vectors and value vectors. Given the query vector of the
target element, the weight coefficient of the value corresponding to each key is obtained by
calculating the similarity between the query and each key. The value vector is weighted
and summed through the weight coefficient to obtain the final attention value:

Attention(Q, K, V) = so f tmax
(

Q · KT
√

dk

)
·V (3)

where Q, K, and V represent query vector, key vector, and value vector, respectively.
The above calculation process can be abstracted into two stages.
In the first stage, the vector dot product, cosine similarity, and neural network are

usually used to calculate the similarity between the query vector and key vector. The
calculation formula is as follows:

Sim(Q, K) =
Q · K

‖Q‖ · ‖K‖ (4)

where ‖ · ‖ represents the norm of the matrix.
In the second stage, the Softmax function is used to numerically convert the similarity

value in the first stage, highlight the weight of important elements, and obtain the weight
coefficient ai of Vi. The calculation formula is as follows:

ai = softmax(Simi) =
eSimi

Lx
∑

j−1
Simj

(5)

where Lx represents the length of the sequence.
The multi-head attention mechanism integrates the attention layer represented by

multiple subspaces on the basis of the conventional attention mechanism, so that the
model can focus on different dimensions of information. After the parallel calculation is
completed, the model splices the output of each sub-layer to get the final attention value:

MultiHead(Q, K, V) = Concat(head1, . . . , headh)WO (6)
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headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
(7)

where headm in the formula represents the m-th attention head, the multi-head self-attention
mechanism combines the representation vectors of multiple subspaces at different positions,
and W is a linear projection matrix.

The decoder module is the basic component of the transformer module, and is also
the key module for the S-DETR model to complete ship detection. The decoder is stacked
with M layers, and the input of the decoder part is the object query vector during network
initialization. The decoder module of the original DETR needs to predefine the number of
target queries, which determines the final detection performance, so we have to face the
contradiction between detection efficiency and detection accuracy. This paper proposes a
new decoder based on dense queries to solve the above problem, which will be described
in detail in Section 3.3.

3.2. Scale Attention Module

Accurate ship detection is very difficult due to the complexity of the environment of
ship images and the huge differences in target scales. In order to enable the detection model
to deal with the problem of large changes in the target scale, we designed the backbone
of the S-DETR model to be in the form of a series connection of ResNet50, PSPNet, and
the fusion module. Among them, ResNet50 is used to extract low-level features of images,
and PSPNet [23] is a typical multi-scale feature extraction network. The fusion module
is critical to the performance of this backbone structure. Most of the existing methods
for fusing multi-scale branches use convolution kernels or fully connected layers. These
fusion methods have a large information loss during the fusion process. Moreover, these
fusion methods rely on manual experience and are weak in generalization. We employ
an attention mechanism to fuse multi-scale information. However, the existing attention
mechanism has a coupling effect in the fusion of multi-scale information, which makes it
difficult for the model to converge. This phenomenon will be described below through the
derivation of mathematical formulas.

Taking the location relational attention mechanism [24] as an example, given a local
feature A ∈ RC×H×W , its calculation formula is as follows:

sji =
exp(Bi ·Cj)

∑N
i=1 exp(Bi ·Cj)

(8)

where sji represents the influence of the i-th position on the j-th position; the more similar
the feature expressions of the two positions are, the stronger their correlation is. In the
self-attention mechanism, it generally includes query, key, and value vectors, which are
represented by B, C, and D in turn. See Figure 3 for the meaning of B, C, and D.
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In order to obtain the relationship between xi and xj, the query can be expressed as
queryi = Wqxi, and the key can be expressed as keyj = Wkxj. Its calculation formula can be
expressed as follows:

w(xi, xj) = σ(queryT
i · keyj) =

exp(queryT
i · keyj)

∑
Np
t=1 exp(queryT

i · keyt)
(9)

where exp(·) stands for exponential function formula. queryT
i · keyj refers to the dot product

of the query vector and key vector.
Since B, C, and D are all obtained by reducing the number of channels of A through

1 × 1 convolution, the reference [25] proves that the attention calculation can be divided
into two parts: The first part is the whitened pair item representing the relationship between
two position pixels. The second part is a unary term representing the salient features of
the respective positions. First, the query and key vectors are whitened, as shown in the
following Formula:

µquery =
1

Np

Np

∑
i=1

queryi µkey =
1

Np

Np

∑
i=1

keyi (10)

queryT
i keyj can be split as follows:

queryT
i · keyj =

(
queryi − µquery

)T
(

keyj − µkey

)
+ µT

query · keyj

+queryT
i · µkey + µT

query · µkey
(11)

After the softmax layer, the last two items are eliminated, and the first item of the
remaining items is a pair item, representing the relationship between two position pixels;
the second item is a single item, which only depends on the position of the key vector.
Since these two items are learned and updated at the same time during the training process,
there is inevitably a coupling problem. In the same way, there are also such problems in the
channel attention module. Because the essential principles of the channel attention module
and the position attention module are the same, only the objects are different.

In order to solve the coupling problem and add global information to guide target
detection at the same time, a feasible idea is to separate the paired items from the unary
single items. On the basis of the original channel attention module, we perform a zero-
centralization process before performing matrix multiplication to obtain the attention
map. The second item in formula (11) is removed, keeping only the paired items, and the
relationship between pixels at different positions is learned separately. A branch is added to
the original channel attention module to obtain global information through global average
pooling. The network structure diagram design based on this idea is shown in Figure 4.

The network contains two submodules: The first one is depicted by the blue dotted
line. Before the channel attention module obtains the attention image by multiplying the
matrix, it first goes through the centralization process and only keeps the paired items
without internal interference. The second is the green dotted box, where the channel
correction module obtains the weights on each channel through a global average pooling
operation, and uses this global information to guide the scale attention network. The reason
why the scale attention module is suitable for the ship detection task is that it has stronger
fusion of different scale information and can introduce the guidance of global information.
Therefore, the model can more accurately determine which scale or channel is the most
important, and then adaptively allocate appropriate weights.
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3.3. Dense Queries

We find a conflict between the locally dense distribution of GTs and the uniformly
sparse distribution of query set q. Specifically, after training, the initial cross attention fields
Ωc,0 of different queries are uniformly distributed on the feature map, as shown in Figure 4
(left), due to the uniform appearance of ships. The queries are also sparse due to the limit
of computation resources. However, in a single image, ships tend to be distributed densely
in some local regions naturally, while the number of queries q0 whose attention field Ωc,0

locates initially in such local dense regions is not always enough to match all ships lying in
them, as in Figure 5. This means the decoder layers Ft learns to shrink the attention fields
Ωc,t−1 of the uniformly distributed sparse queries progressively from the whole image to
compact dense object clusters, we observe this shrinking process in Figure 4, e.g., the initial
positions of queries are uniformly distributed and at the last decoder layer queries must
adapt their position to a densely clustered distribution.
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Figure 5. Visual comparisons between the central positions of the attention fields of the queries in
the first decoder layer (left) and the last decoder layer (right). The method of generating dots is as
follows: first, the two-dimensional matrix corresponding to the transformer’s self-attention layer is
normalized to obtain the heat map, then the pixels with the largest value of 10% are visualized, and
the diameter of the red dots is set according to the normalized value.
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Figure 4 shows visual comparisons between the central positions of the attention fields
Ωc of the queries in the first decoder layer (left) and the last decoder layer (right). We can
observe that object queries need to learn how to shrink a sparse uniform distribution to a
dense cluster of ships. The size of each circle is representative of the predicted area of each
box predicted by the corresponding query.

This process has two requirements: (1) a vast perception range of objects and
(2) mapping from a vast range of initial positions to local dense GTs. Two conflicts stand
in the way of the two requirements. On one hand, the vast perception range suggests a
strict requirement on the CNN’s reception field. On the other hand, the mapping is highly
ambiguous because there are few prior geometry cues for queries to decide how GTs are
assigned among them; indeed, although queries are supervised by strict bipartite matching,
there is still an imbalance between the number of queries lying on different GTs in the
dense object clusters.

The discussions above imply that dense queries will help. When queries are dense
enough, the bipartite matching result of each GT is roughly its nearest unique query and
the requirement of the query’s reception field is much lower. However, the time complexity
of the MSA (multi-head self-attention) module is quadratic of the query number and
hardly bears a dense query setting. We designed a Dense Query (DQ) module to support a
dense setting via reducing the complexity of the MSA from O(N2

q ) into O(Nq) of the query
number Nq.

In the transformer, queries have a one-to-one correspondence to the token posi-
tions, and locality can be naturally designed by restricting Ωs

i to some near positions
{. . . , i− 1, i, i + 1, . . .}. To develop a distance measure for queries in the DETR [15], we first
review what queries should be in Ωs

i for a certain query qi. In the MSA, qi receives infor-
mation from queries in Ωs

i to determine whether itself or another query in Ωs
i is matched

to a GT. This reasonable assumption suggests that the distance should be measured by
the possibility that two queries will match the same GT. Considering that each decoder
layer predicts its box set bt

i sequentially, we use the overlaps between qt−1
i ’s box prediction

bt−1
i and qt−1

j ’s bt−1
j in the former decoder layer, to measure the distance of qt−1

i and qt−1
j ,

because the higher the overlap, the more possible that qt−1
i and qt−1

j predict the same GT.

Hence, we define the distance measure dt−1
ij and Ωs,t−1

i as:

dt−1
ij = 1− GIOU

(
bt−1

i , bt−1
j

)
(12)

Ωs,t−1
i =

{
τt−1

i1 , τt−1
i2 , . . . , τt−1

iK

}
(13)

where τt−1
i is the ascending order of dt−1

i and we select the nearest K neighbors of qt−1
i

based on the defined dt−1
i . As shown in ablation studies, our DQ algorithm supports twice

as many queries without calculation cost increase and achieves even better performance
than simply adding twice the queries without changing Ωs

i via forcing queries to focus only
on nearby queries. The original self-attention’s complexity is O(Nqd2 + dN2

q ), where d is
the feature dimension and our DQ’s complexity is O(Nqd2 + dNqK), where K represents
the number of keys a query is allowed to attend.

Through self-attention a query can attend any other query on the image, allowing a
query to refine its position to any other query’s position; our DQ module only allows a
query to attend its nearest K queries based on the GIOU distance, preventing our query
from refining its position too far from its original position. This can help further reduce the
optimization difficulty on dense prediction tasks. The GIOU distance is defined as follows:

GIOU
(

bt−1
i , bt−1

j

)
=

∣∣∣bt−1
i ∩ bt−1

j

∣∣∣∣∣∣bt−1
i ∪ bt−1

j

∣∣∣ −
∣∣∣C\(bt−1

i ∪ bt−1
j

)∣∣∣
|C| (14)
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where C is the minimum convex set of bt−1
i and bt−1

j .

4. Experiments and Results
4.1. Data and Experimental Preparation

Dataset. We choose the Singapore Maritime Dataset (SMD) and Marine Image Dataset
(MID) to verify the proposed method. The target images in these two datasets often
occlude each other, and the target sizes vary greatly, which is close to the real maritime
surveillance scene. In addition, these two data sets also include image problems such as
water surface reflection, visual blurring caused by adverse weather conditions, and low
illumination. The detection targets of SMD can be divided into 8 categories, including:
Ferry, Buoy, Ship, Speed Boat, Boat, Kayak, Sail Boat, and Other. The MID divides obstacles
into large obstacles (those crossing the water edge) and small obstacles (those completely
surrounded by water). The SMD contains 36 shore-based videos and 4 ship-borne videos
manually labeled. The SMD contains a total of 17,967 tagged images, with an image size
of 1920 × 1080. The MID contains eight video sequences for marine obstacle detection,
with 2655 labeled images in the dataset. We resized the images from these two datasets to
640 × 640 and input them into the model. It should be pointed out here that if the S-DETR
model is deployed to the actual scene, it may be necessary to increase the noise filtering
operation, because the actual collected image will have noise information. However, in
the public datasets selected in this paper, the labelled data are carefully selected, so no
additional noise filtering is required. We divided the datasets according to the ratio of 7:3
for the training set and the test set. In order to deal with the imbalance of the amount of
data in each category in the data set and to avoid the problem that the data distribution in
the training set is different from that in the test set, we first divided the sample set into k
mutually exclusive subsets of similar size, and each subset kept the consistency of the data
distribution as much as possible, that is, they were obtained from the sample set through
stratified sampling. On this basis, the number of samples among different categories was
balanced through data augmentation.

Evaluation Metrics. The detection performance of the model was evaluated by the
index mAP@.5. mAP@.5 means the average value of the average precision of each category
when the intersection over union (IoU) is set to 0.5. The number of transmission frames per
second (FPS) was used as the evaluation index of the detection speed, and the detection
result was affected by the hardware.

Detailed Parameter Settings. ResNet50 was used as the backbone. Except for the SA
module and DQ module, other model parameters were consistent with the DETR. The
experimental equipment was NVIDIA V100 for training and NVIDIA 1080TI for inference.
In other words, we first trained the model on the high-performance GPU and evaluated
its prediction accuracy. After that, the inference speed of the model was evaluated on the
low performance GPU. During the training process, the optimizer chose SGD, and the
learning rate adjustment strategy adopted the poly strategy, where the power was set to 0.9
and the minimum learning rate was set to 1 × 10−4. The batch size in training was set to
2 images for a single card, and the total batch size was 16. Data augmentation methods used
in data processing included scaling, random cropping, random horizontal flipping, and
normalization. The normalization method here used the synchronous batch normalization
(syncbn) that comes with pytorch.

4.2. Experimental Results

We conducted performance comparisons with the standard YOLO-V5 [16] baseline
along with other SOTA methods on the SMD. We report the results on the SMD using the
following two metrics: mAP@.5 and FPS. Table 1 shows our final results on the SMD. Our
proposed S-DETR improves by a large margin on ship detection compared with current
SOTA methods. Compared with the SOTA model CenterNet, the S-DETR increased by
5.99% in the mAP@.5 index, and the FPS increased by 14.15%. It is worth noting that
although the performance of the DETR and Deformable DETR on the SMD is better than
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the baseline, there is still a big gap with other SOTA models. This gap is mainly reflected
in the significant degree of missed detection in long-distance detection. Compared with
the SMD, the performance of each model on the MID is better, which is mainly related to
the smaller number of categories in this dataset. Whether it is the mAP@5 or FPS index,
S-DETR also achieved superior performance. Experiments on the MID verify the robustness
of S-DETR detection performance.

Table 1. Results on the SMD and MID.

Method
SMD MID

mAP@.5 FPS mAP@.5 FPS

YOLO-V5 [18] 0.304 36.34 0.602 37.42
Faster-Rcnn [26] 0.712 18.93 0.874 18.84

SSD [27] 0.693 25.74 0.845 25.85
CenterNet [28] 0.734 24.51 0.891 24.28

DETR 0.578 27.85 0.713 27.72
Deformable DETR 0.596 26.38 0.780 26.65

S-DETR 0.778 27.98 0.914 27.41

In addition to achieving SOTA performance in accuracy and model inference speed, the
S-DETR has a potential advantage in that it does not need NMS post-processing and anchor,
which makes it possible to train the detection model without prior human knowledge using
large-scale data.

An example of object detection results based on the S-DETR is shown in Figure 6. It can
be seen that the S-DETR has superior detection performance for dense small targets at the
sea-sky boundary, and even detects incomplete targets, achieving ideal detection results.
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4.3. Ablation Study

We performed ablation studies and report the highest accuracy during training for the
proposed methods on the SMD dataset. At the latter layers, the predicted bounding boxes
are less likely to fluctuate, hence we always start by replacing the latter layers.

4.3.1. Ablation Study on Scale Attention Module

In order to verify the effectiveness of the SA module, an ablation experiment was
carried out on the backbone of the S-DETR. The experimental results are shown in Table 2.



J. Mar. Sci. Eng. 2023, 11, 696 12 of 14

Table 2. Ablation experiment of SA module on SMD.

Backbone Ferry Buoy Ship Speed Boat Boat Kayak Sail Boat Other mAP@.5

ResNet50 0.887 0.738 0.826 0.641 0.392 0.493 0.443 0.562 0.608
ResNet50+PSPNet 0.891 0.769 0.819 0.663 0.475 0.549 0.577 0.604 0.668

ResNet50+PSPNet+Channel Attention 0.885 0.792 0.824 0.651 0.482 0.572 0.526 0.684 0.677
ResNet50+PSPNet+Channel Correction 0.887 0.784 0.812 0.668 0.468 0.585 0.514 0.691 0.676

ResNet50+PSPNet+Scale Attention 0.892 0.823 0.814 0.735 0.813 0.689 0.705 0.753 0.778

It can be seen that after introducing the multi-scale feature extraction network PSPNet,
the mAP@.5 index increased by 9.9%. In ship recognition tasks, multi-scale information
helps to improve detection accuracy. However, compared with “ResNet50+PSPNet” and
“ResNet50+PSPNet+Scale Attention”, it can be seen that the performance can be further
improved by 16.5% by using the scale attention module. When only using channel atten-
tion or channel correction for multi-scale feature fusion, the improvement compared to
“ResNet50+PSPNet” is less than 1%. Therefore, the scale attention module does offer a
great improvement for multi-scale information fusion, and the effect of using the channel
attention sub-module alone is not as good as using the channel correction sub-module
alone. This also shows that the channel attention does not use centralization to remove the
coupling between paired items and single items, and its performance improvement effect
is very limited.

4.3.2. Ablation Study on Dense Queries

Table 3 shows improvements from the DQ module. Our baseline with 1000 queries
significantly improves on the baseline with 400 queries, supporting our assumption that
a dense query approach is needed. We varied the number of layers with DQ to reduce
the computational cost and observed that applying six DQ layers on the baseline with
1000 queries improves even further as it forces queries to only attend to nearby queries,
rather than irrelevant ones or the background.

Table 3. Improvements with respect to the number of layers with our DQ module. Note the first
column is equivalent to the baseline with 400 queries and the latter columns are applying a different
number of layers of DQ on the 1000 queries baseline.

DQ Layers 0 (without DQ) 0 2 3 6

mAP@.5 0.742 0.767 0.778 0.776 0.775

Our DQ module is designed to force the detector to not refine the original positions
of object queries too far from their original position, avoiding clustered and ambiguous
distribution of queries. This helps queries attending relevant queries. As such, we should
expect our module to impact the classification loss and not bounding box loss, as self-
attention is mainly designed to help queries decide how GTs are assigned among them.

5. Conclusions

Ship target detection based on onshore images will make ship scheduling, motion
planning and other downstream tasks possible [29]. In the past, scholars have carried out
a lot of research work on ship target detection based on SAR images [30–32]; however,
the research on onshore images is not sufficiently considered. In this paper, we present
a design for the S-DETR, which to our knowledge is the first model to use transformers
to detect ship targets in onshore images. We have studied in depth the problem that the
non-local attention mechanism is not suitable for extracting multi-scale information in the
backbone, and for the first time proposed a scale attention module for channel correction
that combines channel attention and global channel information. This module is used to
fuse information of different scales, which improves the detection effect of small target
ships. In addition, we design a new decoder to enable the DETR model to achieve better
performance in the ship detection task. Compared with the SOTA model CenterNet, our
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S-DETR has increased by 5.99% in the mAP@.5 and 14.15% in FPS on the SMD. Our model
also achieved SOTA performance on the MID, which shows strong robustness. The model
meets the performance requirements of ship detection on the sea surface, and also makes
the model deployment more convenient.

In the future, we will focus on improving the detection robustness of the S-DETR in
occluded scenes and aim to provide mathematical proofs related to the convergence of the
model. Moreover, due to the scarcity of labeled onshore images, we plan to explore domain
adaptive methods [33], semi-supervised learning [34], or self-supervised learning [35] to
train the model more efficiently and improve its detection performance.
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